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Abstract A simplified global circulation model is used
to analyse a greenhouse warming experiment simulated
by a comprehensive general circulation model. The
given GCM scenario and control climates are as-
similated by the simplified model using a dynamical
relaxation technique. Two sets of sensitivity experi-
ments investigate the influence of upper and lower
tropospheric changes in baroclinicity on the Northern
Hemisphere winter storm tracks. The results show that
the three-dimensional structure of both the back-
ground flow and the changes in baroclinicity are im-
portant for the behaviour of mid-latitude eddy activity
in relation to modifications of the baroclinicity. In
general, the mid-latitude eddy activity is more sensitive
to lower than to upper level changes in baroclinicity.
The results further suggest that the simulated storm
track changes in the GCM scenario are dominated by
local modes of baroclinic instability.

1 Introduction

An increasing number of research groups have investi-
gated the global warming problem using comprehens-
ive general circulation models (GCM) of the coupled
atmosphere-ocean climate system. These models pro-
vide reasonable and consistent evidence of possible
climate change. Among the many aspects related to
global warming, the potential effect on the mid-latitude
eddies and the associated storm tracks is fundamental.
In particular, the variability of the North Atlantic
storm track is important, because changes in this area
will lead to perceptible consequences on strong

weather systems over Europe (von Storch et al. 1993).
GCM studies which attempt to address this problem
do not provide an unequivocal confirmation of the
changes that are expected in the storm track (e.g. Hall
et al. 1994; Siegmund 1990a,b; Stephenson and Held
1993; Lunkeit et al. 1996b). This is partly due to uncer-
tainties in the simulated time-mean response, which is
a result of deficiencies in the model and the chosen
forcing (e.g. the amount of greenhouse gas increase).
The time-mean climate change as simulated by all
GCMs suggests that there are counteracting effects on
the transients. Due to the highly nonlinear relationship
between the time-mean circulation and the transient
eddies, small deviations of the time-mean response
could result in large differences in the eddy activity.
Therefore, sensitivity studies are needed to assess the
robustness of the GCM simulations to perturbations.
For example, the relationship between changes of the
time-mean flow and the eddy activity needs to be ex-
plored. However, to separate individual processes in
a full GCM is complicated and, in addition, sensitivity
studies with comprehensive GCMs are limited by the
huge demand of computer power.

Here we use an alternative approach to analyse
GCM results. A simplified global circulation model
(the portable university model of the atmosphere;
PUMA) is used to construct a GCM climate and to
perform a set of sensitivity experiments. The model is
simplified in such a way that the particular point of
interest, namely the dynamical aspects of eddy mean
flow interaction, can be analysed systematically. The
model is based on the primitive equations, but does not
involve any of the complex parametrisations com-
monly used in GCMs, except Newtonian cooling and
Rayleigh friction; there are also no moist processes or
any variations of surface properties. Because of these
simplifications, PUMA has the advantage that only
a small amount of computing time is required and the
model is easy to handle. In order to simulate the char-
acteristics of the time averaged atmospheric circulation



with PUMA, a forcing is needed that substitutes
the most important effects induced by the disregarded
physical parametrisations. In the present work we
describe a technique to assimilate a forcing field,
which allows the simple model to simulate a climate
state sufficiently close to that predicted by more
complex GCMs. By developing a suitable assi-
milation approach and employing it, sensitivity experi-
ments can be easily realised by varying these forcing
fields.

This study is focused on the relation between chan-
ges in the time-mean flow and the eddy activity. The
motivation is taken from the observation that most
greenhouse warming simulations reveal an increase in
the upper troposphere equator to pole temperature
gradient and a decreasing lower tropospheric gradient.
But, considering classical baroclinic instability theory
(Eady 1949, Charney 1947, Phillips 1951, etc.) these
opposing changes in the upper and lower troposphere
should have counteracting effects on the eddies. Held
and O’Brien (1992) and Pavan (1996) have investigated
this problem with a multi-layer quasi-geostrophic b-
channel model, studying the influence of the vertical
structure of the basic state temperature gradients on
the baroclinic eddy fluxes. Both analyses conclude that
the low-level temperature gradient has a stronger influ-
ence on the baroclinic eddy fluxes than the upper-level
gradient. However, their studies do not consider that
the observed eddy activity has a non-uniform spatial
distribution. In the Northern Hemisphere, for example,
the high frequency variability is localised in the North
Atlantic and North Pacific storm track (Blackmon
1976; Blackmon et al. 1977). Therefore, it is necessary to
account for the three-dimensional structure.

A relationship between the storm track variability
and the baroclinicity of the time-mean flow, measured
by the maximum Eady growth rate, has been demon-
strated in observational data by Valdes and Hoskins
(1989). Consistent results regarding the storm track
— baroclinicity relationship were also found in GCM
scenarios by Hall et al. (1994) and Lunkeit et al.
(1996b). However, a separation of the opposing effects
in the upper and lower troposphere, is hardly possible
in the GCM data set.

In the investigations reported here PUMA is used as
a tool to analyse the time averaged winter (DJF) cli-
mate performed by a greenhouse warming experiment
of the GCM, ECHAM2/OPYC (Lunkeit et al. 1996a,b).
Sensitivity studies are being made with the PUMA
model to separate the influence of the upper and lower-
level baroclinicity changes on the storm tracks pre-
dicted by the ECHAM2/OPYC global warming simu-
lations, taking into account the three-dimensional
structure of the circulation.

The work is outlined as follows: after a brief descrip-
tion of the PUMA model (Sect. 2), the assimilation
technique to calculate a suitable forcing field for a given
climate is described in Sect. 3. Section 4 presents the

global warming experiment with PUMA and shows the
results compared to the ECHAM2/OPYC simulation.
The sensitivity studies are discussed in Sect. 5, which
include (a) zonal mean sensitivity experiments, (b)
three-dimensional sensitivity experiments and (c) ex-
periments on the robustness of the sensitivity experi-
ments with respect to orography. A summary and the
conclusions (Sect. 6) close the work.

2 The simple model

The PUMA model is a modification (carried out at the University of
Hamburg) of the simplified global circulation model which was
introduced by Hoskins and Simmons (1975) and James and Gray
(1986). PUMA has been developed to be run on several different
computer platforms and to provide an easily applicable global
circulation model compatible to ECHAM for scientific and educa-
tional purposes at universities. Former versions of PUMA have
been mainly used for idealised studies. For example, James and Gray
(1986), James and James (1992) and James et al. (1994) run the model
using a forcing of a zonally symmetric equator to pole temperature
gradient, to study the influence of surface friction on the circulation
of a baroclinic atmosphere and ultra-low-frequency variability; the
baroclinic adjustment in the context of a zonally varying flow are
studied by Mole and James (1990) and Frisius et al. (1998) simulate
an idealised storm track by embedding a dipole structure into a
zonally symmetric forcing field.

The model is based on the primitive equations which are solved
using a spectral representation of fields in the horizontal with tri-
angular truncation and finite differences on equally spaced p levels
in the vertical (T21 truncation and ten levels in the present study).
Unresolved processes are parametrised by internal horizontal hy-
perdiffusion (&+ 8) applied to vorticity, divergence and temperature
representing the effects of subgrid scale eddies. Rayleigh friction
acting on vorticity and divergence provide for the large-scale dissi-
pation; it is confined to the three lowest model layers and leads to an
e-folding decay of the velocities on a time scale q

D
"1, 5, 10 days at

the model layers p"0.95, 0.85, 0.75, respectively. To keep the model
as simple as possible variations of surface properties, such as rough-
ness, are not considered. Orography is not included (see Sect. 5c). All
processes contributing to the diabatic heating (cooling) of the atmo-
sphere are attributed to the Newtonian relaxation term on the right
hand side of the thermodynamic equation:
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(1)

where ¹ describes the temperature, ¹ @ the anomaly to a reference
temperature on p levels, ¹M (p), defined by ¹"¹M (p)#¹ @ ;N(¹) and
L(¹ ) are the nonlinear and linear terms.

The Newtonian formulation may be interpreted as an idealised
radiative-convective heating with ¹

E
being a fictive equilibrium

temperature. In our experiments the model is relaxed towards the
restoration temperature field ¹

E
, using a time scale q

E
"30 days at

all levels.
As the Newtonian cooling term represents the only forcing of the

model, the structure of the restoration temperature field ¹
E

deter-
mines the simulated mean circulation. A linear relationship between
the restoration temperature field ¹

E
and the time-mean temperature

field ¹M of the model cannot be expected, because contributions by
the nonlinear termsN(¹ ) are large. Analysing climate sensitivity by
simple GCMs like PUMA, requires a suitable restoration temper-
ature field ¹

E
which is associated with the prescribed target time-

mean temperature field, ¹
target

, of the climate to be studied. This
leads to a data assimilation technique developed in the following
section.
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3 Assimilation technique

The aim of the present study is to analyse climate states obtained
from GCM simulations. As pointed out in the previous section, the
PUMA circulation is driven by Newtonian relaxation of the model
temperature¹ towards a restoration temperature field ¹

E
, defined in

the thermodynamic equation (Eq. 1). Therefore, in order to simulate
a given climate, it is necessary to assimilate a restoration temper-
ature field ¹

E
such that the time-mean circulation of the simplified

PUMA model corresponds to the GCM climate, that is, the target
state. To assimilate a suitable restoration temperature field ¹

E
we

note the following points:
1. ¹

target
is the time averaged three-dimensional temperature distri-

bution taken from the target state, which is the temperature
(observed or modelled) to be assimilated by PUMA preceding the
numerical experiments

2. Due to the temperature advection the restoration temperature
¹
E

does not match the climatologically averaged temperature
¹M of the model: in the time mean, the Newtonian cooling term
(representing the total diabatic heating) balances the a priori
unknown temperature advection. Considering, for example, a to-
tal diabatic heating of the order of 5 K/day, a large temperature
contrast between ¹

E
and ¹M (150 K) is to be expected if the

relaxation time scale (q
E
&30 day) is large. Therefore, replacing

¹
E

by the target temperature ¹
target

is not expected to be a suc-
cessful representation of the forcing of the model.

3. An iterative procedure is introduced to estimate the adequate
restoration temperature distribution ¹

E
from ¹

target
by modifying

the actual restoration temperature field iteratively, ¹
E
(n),

¹
E
(n#1), etc., by the difference between target and model tem-

perature at each time step during the PUMA assimilation run:

¹
E
(n#1)"¹

E
(n)#

(¹
target

!¹)

q
A

(2)

¹
E
(n) denotes the restoration field (at the n-th iteration timestep),

¹
target

is the target temperature to be assimilated by the PUMA
model and ¹ is the PUMA model temperature. A time scale of
the assimilation is introduced by q

A
(a value of q

A
"100 days is

used). For the first iteration the model is forced by the target
temperature, ¹

E
(n"1)"¹

target
. After a transition phase, a quasi-

stationary restoration field ¹
E
(n) develops.

4. Two ways to define the restoration temperature ¹
E

in the Newto-
nian cooling term are tested: (a) the quasi-stationary restoration
field is averaged over the last decades of the PUMA assimilation
run to obtain a fixed restoration temperature ¹

E
"¹M

E
(n). (b) The

update procedure for ¹
E

is continued in order to parametrise low
frequency variability of the ‘external’ forcing ¹

E
/q

E
(e.g. fluctu-

ations of the sea surface temperature) which results from negative
feedback mechanisms. Both methods appear to be suitable to
reproduce the target climate. The continuous update gives slight-
ly better results, which might be a consequence of the large low
frequency component being present in the target climate taken
from a coupled GCM. Therefore, the continuous update method
(b) is chosen for the studies presented here.

The basic idea of the assimilation technique can be illustrated as
follows. Consider a model which consists only of a thermodynamic
equation (Eq. 1)
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"
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and the additional ¹
E
-update described (Eq. 2)
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For this model, the climatological mean of the quasi-stationary state
(L¹Lt"

L¹
ELt "0) is given by ¹M "¹

target
as desired.

Assuming L (¹) and N (¹) in the temperature equation to be
constant and independent from ¹, the stationary solution
¹"¹

target
is approached via a damped oscillation:
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with q
A
"4q

E
being the aperiodic limit.

This assimilation technique is now adopted to determine a suit-
able forcing to represent a climate state taken from a coupled GCM
climate. Simulations and sensitivity experiments discussed in the
following section are based on two assimilated GCM climate states:
control and 3]CO

2
-scenario.

4 The global warming experiment

PUMA sensitivity experiments are used to analyse
GCM global warming simulations. Two target data
sets are defined by simulations based on a global
coupled atmosphere-ocean general circulation model
(ECHAM2/OPYC; Lunkeit et al. 1996a,b): the last
decade of a 100 years transient greenhouse warming
experiment (IPCC Scenario A) and the corresponding
decade of a control run (210 y present-day climate). The
ECHAM2/OPYC model consists of the spectral atmo-
spheric general circulation model ECHAM2 (Roeckner
et al. 1992) using a T21 resolution with 19 hybrid levels
in the vertical, coupled with the oceanic general circula-
tion model OPYC (Oberhuber 1993a,b); the control
and the scenario simulations are described in detail
by Lunkeit et al. (1996a,b). The Northern Hemisphere
winter (DJF) climate of the last decade of the
scenario simulation and the corresponding decade
of the control run define the two target climates for the
PUMA experiments. In this period the carbon dioxide
concentration in the scenario simulation is approxim-
ately three times that of the control run. To ensure the
reliability of the sensitivity experiments, the PUMA
model should be able to reproduce both the control
climate and the climate change scenario simulation by
the GCM.

Suitable restoration temperatures ¹
E

for the PUMA
experiments are determined, as outlined in the previous
Sect. 3, using the time-mean temperature fields of the
GCM climatologies as target temperatures. These tem-
peratures are extracted on ten pressure surfaces cor-
responding to the vertical resolution of PUMA. As
PUMA does not include orography, the target temper-
ature ¹

target
is adapted to the corresponding p-levels by

assuming a fixed surface pressure of 1013 hPA. The
extrapolation to pressure surfaces below the ECHAM
surface pressure is carried out by considering the lapse
rate of the standard atmosphere.

The PUMA-control (CTL) and scenario (SCE) simu-
lations are two 100 y runs (one year consists of 12
permanent winter months), where the ¹

E
-field is up-

dated continuously (e.g. Sect. 3). After an initial
transition phase of about 30 y a quasi-stationary ¹

E
-

field is obtained. The time average over the last decade
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Fig. 2 Ten-year averaged 300 hPa zonal wind for the PUMA CTL run (left panel) and for the ECHAM2/OPYC CTL run (right panel).
Contours every 10 m/s

Fig. 1 ºpper panel: Horizontal distribution of the heating at
950 hPa. Contours every 2 K/d. ¸ower panel: Vertical cross section
of the zonally averaged heating. Contours every 0.5 K/d; negative
contours are dashed

of the 100 y CTL and SCE simulations, respectively,
are subjected to further analysis.

Figure 1a shows the time averaged heating rate,
(¹

E
!¹)/q

E
in K/day on 950 hPa, which defines the

Newtonian cooling of the CTL run. There is a general
cooling over the continents and a warming over the
ocean, which is strongest over the warm currents of the
western Atlantic and Pacific oceans.

Except for deviations in the Tibetian Plateau, this
heating distribution is comparable with the diabatic
heating found by Valdes and Hoskins (1989; Fig. 2a)
representing the complex interaction between several
forcing effects contributed by the diabatic heating due
to latent heat release, radiation and surface fluxes,
orography and eddy fluxes. The strong postitive heat-
ing values in the Tibetian region may be a consequence
of the missing orography in PUMA. Likewise, at other
regions with high orography the PUMA model gener-
ates fictive heating fields near the surface, which needs
to be considered when analysing the results.

The meridional cross section of the zonally averaged
forcing field (Fig. 1b) is comparable to the total dia-
batic heating composed of the net radiative heating, the
latent heat release and boundary layer heating (see
Peixoto and Oort 1992). The forcing field shows large
positive values of about 3 K/day in the lower tropo-
sphere around 30°N and negative contributions of about
!3 K/day at high latitudes related to the boundary
layer heating. In the tropics the maximum mid-tropos-
pheric heating of about 2 K/day is associated with the
latent heat released by strong convective precipitation in
the Inter Tropical Convergence Zone (ITCZ).

This PUMA forcing field leads to a time-mean cli-
mate, which is very similar to the ECHAM2/OPYC
control climate. For example, Fig. 2 shows the wind
field in 300 hPa for PUMA and the related ECHAM2/
OPYC control field. Both models show the same inten-
sities and locations of the winter jet streams, with
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Fig. 3a–d ºpper panel: bandpass filtered Northern Hemisphere
500 hPa geopotential height variance; a PUMA CTL run,
b ECHAM2/OPYC CTL run. Contours every 10 gpm. ¸ower panel:

bandpass filtered Northern Hemisphere 900 hPa meridional tem-
perature flux; c PUMA CTL run, d ECHAM2/OPYC CTL run.
Contours every 3 K/m

50 m/s in the Pacific and 30 m/s in the Atlantic region.
The main differences between the two models are found
near the surface which is due to the highly simplified
PUMA boundary conditions (for example, no land
— sea contrast).

The ECHAM transient eddy features are reasonably
well reproduced by PUMA. The bandpass filtered
variance of the 500 hPa height field and the northward
flux of sensible heat at 900 hPa of PUMA and
ECHAM2/OPYC simulations are presented in Fig. 3.
The fields show the time filtered 2.5 to 6 day variability
(Blackmon 1976). The Atlantic storm track is correctly
located, but the maximum intensity is underestimated.

The Pacific storm track is stronger and shifted upstream
in the PUMA model. The meridional temperature flux
at 900 hPa (Fig. 3 lower panel) shows maximum inten-
sity located slightly south of the storm tracks. Compared
with ECHAM, however, the PUMA simulation overes-
timates the temperature flux over the western Pacific by
about 10 Km/s and underestimates the northward tem-
perature transport at the western Atlantic by about
3 Km/s. These deviations may be attributed to the
moist processes lacking in the PUMA model.

The correspondence between the PUMA and
ECHAM2/OPYC scenario and control runs is of
high quality. The average zonal-mean temperature
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Fig. 6a, b Difference of the maximum Eady growth rate between the scenario and the control (SCE-CTL) for PUMA: a upper troposphere
average (550—150 hPa) and b lower troposphere average (950—650 hPa). Contours every 0.05 d~1. Negative contours are dashed

Fig. 4 Vertical cross section of the zonally averaged temperature
difference between the scenario and the control simulation (SCE-
CTL). Contours every 1 K

Fig. 5 Ten-year mean difference (SCE-CTL) of the bandpass filtered
Northern Hemisphere 500 hPa geopotential height variance. Con-
tours every 1 gpm

difference between the PUMA SCE and CTL experi-
ments is shown in Fig. 4. The climate change signal is
clearly visible and shows all the features discussed, for
example by Hall et al. (1994). These include a maximum
greenhouse warming at low levels in higher latitudes,
implying a weakening of low-level baroclinicity at mid-
latitudes and a large greenhouse warming in the tropi-
cal upper troposphere with an associated increase in
upper-tropospheric meridional temperature gradients.
As in the ECHAM2/OPYC simulations the changes of
the three dimensional time-mean state are related to
storm track displacements with small magnitudes. The
Atlantic storm track shows a downstream intensifica-
tion and a weakening at the upstream end and at the
centre (Fig. 5). The Pacific storm track is intensified at
the upstream end and weakened downstream and in
the centre.

The transient eddy activity is related to the baro-
clinicity of the time-mean flow defined by the max-
imum Eady growth rate (Eady 1949; Lindzen and
Farrell 1980) :

p
BI
"0.31

f
N

LDv D
Lp

"0.31
1
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1
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D+¹ D (6)

Figures 6a,b presents the difference between the max-
imum Eady growth rates (PUMA, SCE-CTL) integrated

818 Lunkeit et al.: Storm tracks in a warmer climate



over the upper and over the lower troposphere, separ-
ately. The relationship between the storm track signal
and the respective changes of the time-mean flow is not
straight forward, because the Eady growth rates show
opposing signs for the upper and lower troposphere:
The upper-level baroclinicity increases everywhere in
the PUMA SCE simulation with a maximum intensifi-
cation of about 0.1 K/d (Fig. 6a). The changes in low-
level baroclinicity (Fig. 6b) show a non-uniform struc-
ture. The baroclinicity decreases over the western Paci-
fic and the Atlantic Oceans. The strongest amounts
occur equatorwards to the upstream end of the storm
tracks. In some areas further downstream the baroc-
linicity increases. Some of the low-level p

BI
-

changes confirm the changes of the storm tracks dis-
cussed in Fig. 5, some show contradictory effects, for
example over Europe.

This raises the question about the relationship be-
tween the maximum Eady growth rate, p

BI
, the storm

track intensity, and the implications which the oppos-
ing changes in the upper- and the lower-level baro-
clinicity have on the transient eddy activity. This
problem is addressed in the following section by em-
ploying PUMA sensitivity experiments.

5 Sensitivity experiments: baroclinicity and eddy activity

The sensitivity experiments focus on changes of eddy
activity resulting from greenhouse warming and con-
centrates on the robustness of the predicted changes
and their relation to the time mean flow. They are
motivated by the results from the SCE simulation
(Sect. 4), which show an inhomogeneous three-dimen-
sional structure of the response. In particular, the pre-
dicted changes of upper- and lower-level baroclinicity
suggest opposing effects on the eddy activity.

Considering the Eady model as the most simple
representation of the baroclinic troposphere, where the
baroclinic instability is realised by a uniform meridi-
onal temperature gradient, upper- and lower-level
baroclinicity appear to be equally important. However,
using a more comprehensive three-layer quasi-geo-
strophic b-channel model, which is horizontally homo-
geneous, Held and O’Brien (1992) conclude that eddy
fluxes and energies are larger when the shear is concen-
trated at lower than at higher levels, so that the eddy
flux activity is more sensitive to changes of the lower-
than to the upper-level meridional temperature gradi-
ents. This is supported by Pavan (1996) analysing the
sensitivity of the mid-latitude tropospheric eddies to
changes of the meridional temperature gradient due to
CO

2
doubling. Pavan (1996) shows that a dry multi-

level quasi-geostrophic model is much more sensitive
to the lower than to the upper tropospheric temper-
ature gradient. Therefore, in a enhanced CO

2
scenario

climate the effects of the decrease in the lower tropo-

spheric meridional temperature gradient should dom-
inate the response while increasing the upper tropo-
spheric gradient should have only a minor influence on
the climatology. However, these models are rather
simple and do not consider the full three-dimensional
structure of the circulation.

In two sets of PUMA sensitivity studies we extend
the idealised experiments of Held and O’Brien (1992)
and Pavan (1996) to more realistic conditions. In par-
ticular, two important features are taken into account:
the organisation of Northern Hemisphere eddy activity
into the North Atlantic and North Pacific storm track
and the pronounced three-dimensional structure of the
temperature response in the greenhouse warming scen-
ario. The sensitivity experiments are based on the result
of the PUMA SCE simulation. In one set (a) the sensi-
tivity of the storm tracks to changes of lower- and
upper-level zonal mean baroclinicity is analysed. In the
second set (b) the effects of the full three-dimensional
temperature response on the eddy activity is investi-
gated.

5.1 Zonal mean sensitivity experiments

PUMA sensitivity experiments can be simply realised
by a restoration temperature that is assimilated by
a modified target temperature. To separate the upper-
and lower-level effects on the mid-latitude eddy activ-
ity, only the lowest model layers (about 950—550 hPa)
are modified by amplifying and reducing the zonal-
mean gradient of the target temperature. Changes of
the SCE temperature gradient by $10%, $20%,
$30% and $50% are tested in individual experi-
ments. Likewise the influence of the upper-level tem-
perature gradient (about 550—150 hPa) is tested. These
16 sensitivity experiments (referred to as SEN) relative
to the SCE scenario climate are integrated for 100 y,
where the last 10 y are subjected to analysis. The fol-
lowing results are noted.

Figure 7 shows the bandpass filtered variance of the
500 hPa geopotential height field for the Northern
Hemisphere as the difference SEN-SCE. Results are
presented for the four most extreme experiments: upper
level amplification by 50% (Fig. 7a), upper level reduc-
tion by 50% (Fig. 7b), lower level amplification by 50%
(Fig. 7c) and lower level reduction by 50% (Fig. 7d). In
general, the results confirm the idealised experiments
by Held and O’Brien (1992) and Pavan (1996). An
overall increase of eddy activity is observed with en-
hanced baroclinicity and vice versa, while the sensitiv-
ity to lower-level modifications are significantly larger.
This result is summarised in Fig. 8, where the Northern
Hemisphere average of the bandpass filtered geopoten-
tial height variance is plotted as a function of the global
average of the low-level (solid line) and upper-level
(dotted line) p

BI
variation using all 16 sensitivity simu-

lations. Both curves show a nearly linear dependence,

Lunkeit et al.: Storm tracks in a warmer climate 819



Fig. 7a–d Differences (SEN-SCE) of the bandpass filtered Northern
Hemisphere 500 hPa variance for the zonal-mean sensitivity experi-
ments: a upper-level amplification by 50%, b upper-level reduction

by 50%, c low-level amplification by 50%, d low-level reduction by
50%. Contours every 4 gpm

while the slope of the low level intensification is about
twice as steep as the upper-level intensification. These
results are supported also by other eddy characteristics,
such as the poleward momentum- and temperature flux
or the transient eddy kinetic energy (not shown).

A more careful inspection of Fig. 7 shows different
behaviour for the North Atlantic and the North Pacific
storm track. For all simulations, the response of the
North Atlantic storm track is an entire strengthening
or weakening, where as the anomalies have the same
shape as the storm track itself (see Fig. 3). This is not
the case for the North Pacific storm track. Here, the

increase of baroclinicity has only minor impact on the
strength of the storm track and results only in a slight
northeastward shift. The decrease of baroclinicity, on
the other hand, leads to a weakening of the upstream
end of the Pacific storm track. Our results are, to some
extent, in harmony with an observational study by
Nakamura (1992), in particular the difference of the
North Atlantic and North Pacific storm track
anomalies, which are unexpected from the idealised
experiments by Held and O’Brien (1992) and Pavan
(1996). Nakamura (1992) investigated the North Atlan-
tic and North Pacific eddy activity based on about 20 y
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Fig. 8 Northern Hemisphere average of the bandpass filtered
500 hPa geopotential height variance (units: gpm) as function of
low-level (solid line) and upper-level (dotted line) Eady growth rate
change (units: d~1)

of data. For the North Atlantic he found a single
maximum of baroclinic wave activity in January, con-
sistent with a maximum of baroclinicity during this
period. For the North Pacific, however, the eddy activ-
ity exhibits two peaks in late autumn and in early
spring and a significant weakening in midwinter despite
the fact that the baroclinicity and the intensity of the
Pacific jet are strongest in midwinter. Nakamura (1992)
relates his findings to the suppression of the growth of
baroclinic wave by the strong jet stream generated by
the larger temperature gradients. Up to a maximum
wind speed of about 45 m/s, the eddy activity increases
with increasing baroclinicity, while beyond this value
a decrease of eddy activity is observed.

5.2 Three-dimensional sensitivity experiments

For the three-dimensional sensitivity study, the target
temperature is modified using the temperature differ-
ence between the SCE and CTL simulation. As for the
zonal mean experiment, the atmosphere is divided into
a lower part (about 950—550 hPa) and an upper part
(about 550—150 hPa). The target temperatures for the
individual sensitivity simulations are modified in order
to amplify or weaken the upper- or lower-level baro-
clinicity by the SCE-CTL response pattern (Fig. 6) of
different size. Eight simulations are performed, where
the baroclinicity of the respective levels is varied by
$50% and $100% the SCE-CTL response. Note,
that a reduction by 100% is similar to CTL conditions.
These eight sensitivity experiments (SEN) relative to
the scenario climate (SCE) are integrated for 100 y,
where the last 10 y are subjected to analysis.

Figure 9 presents the response (SEN-SCE) of the
bandpass filtered variance of the 500 hPa height field
for the four most extreme: (a) change of the upper-level
baroclinicity by #1](SCE-CTL), (b) change of the

upper-level baroclinicity by !1](SCE-CTL), (c)
change of the lower-level baroclinicity by #1](SCE-
CTL) and (d) change of the lower-level baroclinicity by
!1](SCE-CTL). The response differs significantly for
all simulations and indicates the level of uncertainty of
the SCE-CTL eddy activity response, if we consider all
the uncertainties of the change of the temperature dis-
tribution due to the greenhouse warming.

The common mean characteristics of the sensitivity
to the upper- and lower-level baroclinicity change are
calculated by averaging the variance anomalies of the
respective four SEN simulations weighted by the mag-
nitude of the p

BI
-change. The results are displayed in

Fig. 10. Considering the modification of the baroclinic-
ity in the individual simulations, the results are unex-
pected. Eddy activity enhances while baroclinicity
weakens and vice versa, which already appears in
Fig. 9. The dominant response to the SCE-CTL upper-
level change, which is a general increase of baroclinicity
(see Fig. 6a), is a decrease of eddy activity in the Pacific
sector. The maximum decrease is located north of the
Pacific storm track and extends up- and downstream
over the continents. Also, the Atlantic storm track is
weakened at its northern flank. An increase of eddy
activity is found over central Europe. For the lower-
level p

BI
changes according to the SCE-CTL results

(dominated by a reduction of baroclinicity; Fig. 6b), we
find enhanced eddy activity, especially over the western
Oceans and Asia and a weak decrease of eddy activity
in the northern North Atlantic sector.

A possible explanation for the unexpected response
can be obtained from a theoretical study by Pierrehum-
bert (1984). In an idealised framework, Pierrehumbert
(1984) shows that flows with localised baroclinicity can
support two classes of unstable modes, local and glo-
bal, with the local modes having their maximum ampli-
tude downstream of the maximum baroclinicity. The
growth rate of the local modes are determined locally
at the point of maximum baroclinicity. The growth
rates of the global modes, on the other hand, are
determined by the averaged baroclinicity over the do-
main. It takes a longer time for global than for local
modes to emerge from random initial conditions. In
contrast to the conventional local maximum growth
rate, the growth rate of the local modes decreases with
increasing vertically averaged flow. In order to obtain
local modes, the ratio of maximum baroclinicity and
minimum baroclinicity downstream of the maximum
must be sufficient large.

Our results may be related to Pierrehumbert’s (1984)
findings as follows: if we compare the changes of low-
level baroclinicity (Fig. 6b) with the vertical average
of the baroclinicity itself (Fig. 11), their reduction is
located at the downstream end of both p

BI
maxima,

while the maxima themselves remain unchanged. This
leads to a sharpening of the baroclinicity peaks and,
with respect to Pierrehumbert’s (1984) results, makes
the growth of local modes more likely. In addition, the
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Fig. 9a–d Difference (SEN-SCE) of the bandpass filtered Northern
Hemisphere 500 hPa geopotential height variance for the three-
dimensional sensitivity experiments: a upper-level amplification by

100%, b upper-level reduction by 100%, c low-level amplification
by 100%, d low-level reduction by 100%. Contours every 3 gpm

strengths of jet streams decrease slightly due to the
overall decrease of the temperature gradient (not
shown). Both effects can contribute to the observed
enhancement of eddy activity (Fig. 10b), if we assume
that the observed eddy activity is dominated by local
modes.

The upper level baroclinicity change (Fig. 6a) ex-
hibits an increase with a large zonally symmetric com-
ponent, leading to a strengthening of both jets. Relative
maxima are located over the North Atlantic and the
Eurasian continent. The latter reduces the baroclinicity
gradient upstream of the North Pacific storm track.
This effect is supported by the relative minimum of the

baroclinicity change close to the maximum of p
BI

.
Referring again to the local mode argument, both the
increase of the jet and the decrease of the baroclinicity
gradient correspond to the observed decrease of eddy
activity in the Pacific. The same arguments hold for the
Atlantic sector, where the relative maximum of baro-
clinicity change is located downstream of the p

BI
max-

imum. In addition, the maximum of baroclinicity
change over the North Atlantic supports the increase
of eddy activity, which occurs over Europe. This in-
crease downstream of the North Atlantic storm track,
on the other hand, is already present in the zonal mean
experiment and may also be a consequence of the
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Fig. 10 a Upper-level and b lower-level response of the 500 hPa geopotential height variance obtained by combining all upper- and
lower-level patterns scaled by their respective temperature change. Contours every 0.5 gpm

Fig. 11 Vertically averaged (950—150 hPa) maximum Eady growth
rate for the PUMA SCE simulation. Contours every 0.1 d~1

Fig. 12 Linear combination of the upper-level and lower-level
storm track response (Fig. 10). Contours every 1 gpm

enhanced advection of eddies by the enhanced time-
mean flow.

In summary, large parts of the response of the eddy
activity in the sensitivity simulations can be explained
by the respective changes of the baroclinicity distribu-
tion. The results are consistent with the assumption
that the changes of eddy activity are dominated by
local modes of baroclinic instability as proposed by
Pierrehumbert (1984). In particular, these local modes

can explain an increase of eddy activity with decreasing
overall baroclinicity, which is unexpected from the clas-
sical Eady view and the studies by Held and O’Brien
(1992) and Pavan (1996). However, the large spectrum
of the responses in the different sensitivity simulations,
as presented in Fig. 9, leads to the question, to what
extent can the total SCE-CTL response be related to
the individual upper- or lower-level changes? This is
answered by Fig. 12, presenting the linear combination
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(upper-level plus lower-level) of the responses
(Fig. 10a,b). A large part of the response to changes of
baroclinicity of the upper- or lower-level baroclinicity
is cancelled out by opposing response to the changes in
the other level. The main features of the SCE-CTL
response are reproduced by the remaining anomalies
(see Fig. 5) indicating that the basic relationships be-
tween the individual changes of baroclinicity and the
eddy activity, as analysed in the sensitivity simulations,
are relevant for the total SCE-CTL response. In par-
ticular, the relevance of the pronounced three-dimen-
sional structure of both, the eddy activity (organised as
storm tracks) and the response of the mean flow due to
the increase of CO

2
, for the results is pointed out.

5.3 Robustness of the sensitivity experiments:
implications of orography

The results of the assimilation runs indicate that the
target climate can be reproduced largely by treating its
temperature distribution only. This suggests that the
temperature fields, and thus the height fields, contain
sufficient information so that the degrees of freedom for
choosing an appropriate restoration temperature dis-
tribution are large enough to incorporate the required
forcing. However, it can be shown that the assimilation
technique proposed here is unsuccessful in the frame-
work of a linearised quasi-geostrophic two-level model
with orography. In such a simple two-level model there
are two degrees of freedom, the barotropic and the
baroclinic mode, defining the climate. While both
modes are forced by orography, only one, the baro-
clinic, can be forced by heating.

Therefore, the influence of orographic effects on our
PUMA-experiments needs to be tested. This is per-
formed by a set of additional assimilation runs ad-
opting an ECHAM-like orography for PUMA. The
results are summarised as follows:
1. In general, the quality of reproducing the ECHAM

target climate with respect to the mean flow or the
transient variability is not improved significantly by
including orography. In particular, discrepancies of
some eddy characteristics, for example the transport
of sensible heat by transient eddies (Fig. 3), are not
diminished. The shortcomings of the PUMA assimi-
lation can therefore be related to other features (than
orography) as, for example, the lack of moisture and
thus latent heat release. That is, the present Newto-
nian cooling formulation does not allow different
heating time scales; it always dampens temperature
anomalies, which contrasts the rapid heating rates
required for latent heat release.

2. The results with orography are more sensitive to
changes of external model parameters such as the
time scales for Newtonian cooling and Rayleigh
friction, or the horizontal hyperdiffusion. These ex-
ternal parameters are to a large extent artificially

chosen. Thus, more tuning is needed to obtain
a setup to ensure a sufficient agreement between
PUMA and the target climates. The enhanced sensi-
tivity is unexpected. It may be speculated that oro-
graphy adds more degrees of freedom to the PUMA
climate, which therefore becomes less stable to vari-
ations of external forcing.
There is, of course, no doubt that orography is an

important factor for the behaviour of the atmospheric
circulation. The aim of the present study, however, is to
demonstrate a possible way for using simplified circula-
tion models to analyse GCM (or observational) results.
The study focus on the sensitivity of the storm tracks to
changes of mean flow baroclinicity. The omission of
orography might, in this respect, be seen as a strong,
but tolerable, further simplification of the already sim-
plified global circulation model PUMA. In the frame-
work of using simplified models, simplifications appear
to be valid, if the results proof to be sufficiently reliable
for the problem under consideration.

The robustness analysis shows that neglecting the
orography is appropriate for the present study inves-
tigating the effect of changes in baroclinicity. Other
applications, however, may require orography together
with an improved choice of (a) the assimilation time
scale and (b) the parametrisation of hyperdiffusion. The
appropriate experiments have been performed and
show the following results: (a) a much longer integra-
tion time is needed to approach a quasi- stationary
state if the time scale for the restoration temperature
update (q

A
) is the same as in the simulations without

orography. In order to reach the quasi-stationary state
in a reasonable time, it is necessary to use a much
smaller q

A
(approximately 5 days) than without orogra-

phy. This shorter time scale enhances variability of the
restoration temperature during the update, but the time
averaged ¹

E
distribution and the final climate remain

almost uneffected. (b) The eddy activity is considerably
reduced using the simple +8 horizontal diffusion
scheme. Synoptic variability within the ECHAM-range
is obtained, however, by changing the horizontal diffu-
sion scheme to the ECHAM formulation, which is a
+2 damping for waves with wave numbers larger than
15 (Roeckner et al. 1992; Laursen and Eliasen 1989).
The results without orography are not significantly
effected by the individual choice of the horizontal diffu-
sion.

6 Conclusion

Here we investigate the influence of upper and lower
tropospheric changes, due to the greenhouse warming
effect, on the Northen Hemisphere winter storm tracks.
A simplified global circulation model (PUMA) is used
to analyse a warmer CO

2
climate scenario simulated by

a global coupled atmosphere-ocean general circulation
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model, GCM. In order to represent the prescribed GCM
climates by PUMA, restoration temperature fields are
assimilated by a dynamical relaxation towards a three-
dimensional time-mean temperature distribution ad-
opted from GCM experiments (control and scenario).
This leads PUMA to simulate the GCM time-mean and
eddy characteristics with reasonable accuracy: Both
models show a downstream intensification of the At-
lantic storm track, and a displacement of the Pacific
storm track due to the greenhouse warming effect.

The influence of the opposing baroclinicity changes
in the upper and lower troposphere is analysed by two
sets of sensitivity studies. One set analyses the response
of eddy activity to changes in zonal mean baroclinicity,
by varying the meridional temperature gradient in the
upper and lower troposphere of the scenario climate,
respectively. The second study analyses the impact of
baroclinicity changes, due to the global warming, on
the transient eddy activity by considering the three-
dimensional structure of the temperature changes.
Again the scenario climate is varied in the upper and
lower troposphere. The following results of the sensitiv-
ity studies are noted:

6.1 Zonal mean sensitivity experiment

1. In general, the eddy activity increases with increas-
ing zonal-mean baroclinicity and vice versa. The
eddy activity is more sensitive to lower- than to
upper-level baroclinicity changes confirming the re-
sults from quasi-geostrophic b-channel models by
Held and O’Brien (1992) and Pavan (1996).

2. Different responses emerge for the North Atlantic
and the North Pacific storm track. While the entire
North Atlantic storm track is enhanced (weakened)
due to an increase (decrease) of baroclinicity, the
North Pacific storm track is not much effected by an
increase of baroclinicity, but shows a weakening
with decreasing baroclinicity. These results are, to
some extent, in harmony with an observational
study by Nakamura (1992), and might be related to
a suppression of the growth of baroclinic waves by
a jet stream exceeding a certain strength.

6.2 Three-dimensional sensitivity experiment

1. The three-dimensional sensitivity study does not
confirm the simple correlation between baroclinicity
and eddy activity suggested by the idealised studies.
The eddy activity in the PUMA simulation is more
sensitive to the local distribution of baroclinicity
than to its zonal average. Stronger local gradients in
baroclinicity are related to enhanced eddy activity
and vice versa.

2. The results suggest that the eddy activity in the
PUMA simulation is dominated by local modes of

baroclinic instability proposed by Pierrehumbert
(1984).

3. A large part of the eddy response can be consistently
attributed to the opposing effects of upper- and
lower-level baroclinicity changes on the local modes
of baroclinic instability.

4. In order to analyse the global warming effect on the
mid-latitude storm tracks the three-dimensional
structure of the atmospheric changes need to be
considered.
Considering all the important feedbacks, sensitivity

studies must be performed by complex GCMs. How-
ever, these experiments are difficult to realise because of
their demand on computer time. In addition, the com-
plex structure of the GCM and the large number of
feedback mechanisms makes the design of sensitivity
experiments difficult. The present study shows that
simplified general circulation models are a useful and
practically applicable alternative to perform sensitivity
studies on the dynamical interpretation of climate ex-
periments. PUMA, for example, requires only a frac-
tion of the computing time of a full GCM and still
allows a reasonable representation of the global circu-
lation. Employing the assimilation technique proposed
here, the prescribed climate can be reproduced surpris-
ingly well so that numerical sensitivity experiments can
be almost ideally performed by PUMA-type models. In
this way, the simplified PUMA model has proven to be
a useful additional tool for analysing GCM dynamics,
and it may also be useful for further investigations, for
example, to study the sensitivity of GCM simulations
to polar-ice distributions or sea-surface temperatures,
etc. However, the simplifications contained in the
PUMA model, for example neglecting moist processes
and using simplified boundary conditions, need to be
considered when discussing the results.
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