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1. Space-Time Variability of the European

Climate�

Klaus Fraedrich and Christian-D. Sch�onwiese

Abstract: Observational data sets are analyzed in four steps to provide a comprehensive view of

climate and climate variability in Europe. The �rst step towards an overall description of climate is

the analysis of the spatial distributions of means and variances of basic climate elements (surface air

temperature, sea level pressure, and precipitation). The second step identi�es the climate generating

dynamical processes; here, cyclone paths and storm tracks provide climatologies from quantitative

Lagrangian and Eulerian analyses of weather data; Grosswetterlagen and climate zones, on the

other hand, represent climatologies based on qualitative patterns (regimes) embedding the climate

into its geographical and biospheric environment. A third step of analysis is necessary because

these climatologies indicate recent climate changes at the end of this century. This is documented

in terms of the spatial distribution of time averaged climate elements and of various measures of

their variability (see preceeding steps). The fourth step evaluates the causes of the observed trends

analyzing the e�ects of external forcing (volcanism, solar, and anthropogenic) by empirical methods.
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1.1 Introduction

Climate describes the relatively long{term behavior of the climate system

whose components comprise the atmosphere, the hydrosphere (ocean and fresh

water of land areas), the cryosphere (land and sea ice), the pedosphere, the

lithosphere (both representing the land surface) and the biosphere (especially

vegetation). This system is observed specifying the space{time variations of

climate elements like temperature, air humidity, precipitation, air pressure,

wind, cloudiness etc. most of them characterizing the subsystem atmosphere.

Information from prehistorical time is provided by reconstructions (paleocli-

matology). Consequently, climate is described using proper statistics of all

types of variability and for all relevant space{time scales. This variability is

forced by internal interactions within the climate system and external in
u-

ences. Related process studies and modeling may lead to an understanding

of the climate system behavior, which includes deterministic and statistical

modeling and veri�cation against observations.

Climate and climate change gain public interest for the following reasons: (i)

Human welfare can be linked to climate variability and, in the future, mankind

may also bene�t or su�er from natural or anthropogenically induced climate

variations. (ii) In historical and, much intensi�ed, in industrial time mankind is

becoming a climate forcing factor, so that climate protection (UN Framework

Convention on Climate Change) appears to be an urgent task.

The scienti�c knowledge about climate and climate variability is still incom-

plete: The climate data base, the understanding of the processes participating

in climate change, and the role of the anthroposphere with its socio-economic

response as a feedback process. Future scenarios and predictions of the climate

system have an extremely important presupposition: Description and under-

standing of past climate variability need to be both as exact and comprehensive

as possible. This requires intensive cooperation of scientists.

As a contribution to the very basis of this task, that is the awareness of

our present knowledge, some aspects of space{time statistics of climate vari-

ability are systematically addressed focusing our attention on Europe. Time

and space scales are discussed (section 1.2); we deal with the quantitative and

qualitative measures of climate (section 1.3, step one and two of the climate

analysis) in terms of means and variabilities, including storm tracks, cyclone

paths, Grosswetterlagen and climate zones. Finally, trends of these measures

are presented and the e�ects of external forcing are discussed (section 1.4, step

three and four of the analysis).



Fraedrich and Sch�onwiese 5

1.2 Time and Space Scales: Peaks, Gaps and Scaling

In each climate compartment the life{span and intensity of the largest energy

containing eddy characterizes the predictability and variability in terms of the

decay period of a perturbation. Useful estimates of their memories and pre-

dictabilities can be obtained from the residence times of water as an important

carrier of latent energy (Tab. 1.1). The observed large di�erences of the mem-

ories of the interacting systems challenge monitoring and modeling of climate

variability.

Sub{systems time{scales

Atmosphere < 10 days (weather)

Ocean/Land 1 month (upper layers) to 103 years (deep ocean)

Cryosphere < 10 years (sea ice) to > 103 years (ice shields)

Table 1.1. Time{scale esti-

mates.

The scale range of atmospheric phenomena, for example, spans from rain-

drops to planetary waves in space and covers events between very short tur-

bulent outbursts and climate change. Power spectra of time series of climate

observables, their extrema and power{law slopes (Fig. 1.1) provide further

information on the climate dynamics and variability.

Spectral maxima (or peaks) represent dominating time scales. Such peaks

occur in the following period{bands: 12 and 24 hours (diurnal and half{daily

cycle), 3 days to one month (weather variability ranging from turbulent eddies

to planetary waves), half{annual and annual cycle, the quasi{biennial oscil-

lation (QBO) of the tropical stratosphere, the El Ni~no/Southern Oscillation

(ENSO) (3{7 years), solar cycles (10{20 years), 100{1 500 years (little ice age

like events), 22, 41 and 100 thousand years (astronomical cycles) and, �nally,

geological scales related to orogenesis and continental drift. An idealized spec-

trum of a time series of a hypothetical climate element is presented in Fig.

1.1.

Spectral minima (or gaps) identify periods useful for time{averaging and

sampling (see, Fig. 1.1a, points 1{4): These averaging periods range from a 3

hour time scale, which characterizes synoptic sampling, via monthly periods

describing the march of the seasons and intra{annual variability, to decadal

periods, which correspond to climate 
uctuations, while million years represent

tectonic changes.

Spectral scaling characterizes the non{linearity of atmospheric dynamics.

A scale range, which exhibits scale invariance relates 
uctuations at smaller

scales to those of larger ones by the same power law scaling without preferred

mode of excitation. In this sense, a power law or scaling behavior within a

frequency band

S(!) � !�b (1.1)
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Fig. 1.1. Spectra of climate variability:

(a) Schematic climate spectrum [1.50,

1.43]; spectral maxima represent domi-

nant atmospheric and climatic phenom-

ena and their associated period; spec-

tral minima (points 1-4) identify pe-

riods of time-averaging. (b) Schematic

scaling regimes of continental European

rainfall [1.17]; spectral power law scal-

ing (scale invariance) characterises the

non-linear dynamics of regimes of atmo-

spheric variability.

is another characteristic of the variability of the dynamical system (Fig. 1.1 b).

Analysis of rainfall at European stations reveals a regime of climate 
uctua-

tions (b � 0:7) for periods > 3 years; this di�ers from the b � 2 red noise power

law spectrum connecting the level of small scale white noise forcing with that

of the white large scale response. A spectral plateau b � 0 represents variabil-

ity of the large scale circulation (3 years to 1 month) which is linked through

a transition zone with a regime of frontal systems (b � 0:5, lasting less than 3

days). The break at 2.4 hours and the standard meteorological interpretation

of the associated meso{scale regime remain an open question.

1.2.1 Time Scales: Power Spectrum Analysis

Power spectrum analysis transforms any time series, e.g. of climate elements

like temperature or precipitation, into a spectrum where the contributions of

variance are related to a particular sequence of frequency or period bands,

respectively. Spectral peaks point to possible cyclical variance components
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whereas the background spectrum, especially its behavior in respect to low

frequencies, reveals whether the process implies persistence (leading to so{

called \red noise" ) or not (\white noise").

There are a number of algorithms available providing spectral density esti-

mates (see e.g. [1.42,1.64]). The easiest way is to compute the Fourier trans-

form of the autocorrelation function, called autocorrelation spectrum analysis

(ASA). Corresponding con�dence tests (�2{test) are available and easy to

handle. An alternative method is based on the information entropy theory and

called maximum entropy spectral analysis (MESA). Compared to ASA it re-

veals a better resolution of the frequency bands (especially at low frequencies)

but involves con�dence test problems. The singular spectrum analysis (SSA)

is again, like ASA, based on the computation of the auto-covariance matrix

but introduces an EOF (empirical orthogonal function) transformation by the

computation of the eigenvalues of this matrix. In this case it needs to be de-

cided for all EOFs whether the con�dence intervals of the eigenvalues overlap.

Then the related frequencies are isolated using ASA or MESA estimates. In ad-

dition, wavelet analysis is some type of a combination of spectral analysis and

numerical �lter techniques where these �lter techniques themselves are able to

suppress variations within the relatively high{frequent part of the spectrum

(low{pass �lter) or low{frequent part (high{pass �lter) or both, so that a par-

ticular frequency band remains (band{pass �lter). Usually, the result is shown

in terms of the �ltered time series.

As an example, the annual surface air temperature variations 1758{1998

at Frankfurt/Main (Germany, see Fig. 1.2a) is shown including the 10 year

low{pass �ltered (smoothed) data suppressing variations of periods < 10yr.

Because of an observation gap and some uncertainties in earlier years we

use only the period since 1857. ASA and MESA, see Fig. 1.2b, indicate some

peaks where in case of ASA only two peaks exceed the 90% con�dence level,

2.1 and 2.3 yr (quasi{biennial oscillation), whereas in case of MESA the most

prominent peak is 7.8 yr although a pronounced 2.3 yr peak is also indicated. It

should be mentioned that an approximately 8 yr peak is also found in the time

series data of the North Atlantic Oscillation (NAO). ASA shows a \red noise"

background spectrum with variance increasing towards low frequencies/long

periods, which is re
ected in the con�dence level; MESA does not. Figure

1.2c shows the result employing SSA analysis. Note that the eigenvalue (95%)

con�dence intervals of the �rst two EOFs do not overlap with the other. A

MESA of these �rst two EOFs indicates a 7.6 yr cycle, which is close to the

dominant MESA peak of the original time series. The eigenvalues of the �rst

two EOFs are almost identical indicating a harmonic oscillation.
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( a )

( b )

( c )

Fig. 1.2. (a) Observed annual surface

air temperature variations 1758-1998

(observation gap 1786-1825) with 10

yr low-pass �ltered data (smooth line)

and +1.1K linear trend (dashed line) at

Frankfurt/Main, Germany (1850-1998).

(b) Related power spectrum analy-

sis 1857-1996 (ASA = autocorrelation

spectrum analysis, MESA = maximum

entropy spectrum analysis, cl90 = 90

percent con�dence level). (c) Related

singular spectrum analysis (SSA) in-

cluding MESA of EOF1 + EOF2.

1.2.2 Space Scales: Correlations and Representativeness

Climate time series statistics varying in space are represented by their cor-

relations from station to station or grid point to grid point. This leads to

information about the number of stations or grid points necessary to derive

proper space{related statistics. An example may illustrate this problem. Figure

1.3a (from Malcher and Sch�onwiese [1.39]) shows a relationship where, related

to the nordic station Helsinki (1881{1980), the annual surface air tempera-

ture time series correlation coeÆcients (linear Pearson correlation) are plotted
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against the station distance (182 stations considered, 114 from Europe); con�-

dence levels 90% { 99.9% are also indicated. It appears that these correlations

drop to values < 0:7 (corresponding to about 50% of the common variance)

approximately at a distance of 1 000 km and that even at a 2 000 km distance

correlations are still signi�cant. At a distance of 6 { 8000 km, correlations turn

again positive (and signi�cant); these teleconnections are related to the rain-

bearing frontal systems which, associated with the Rossby wave pattern of the

atmospheric circulation, dominate Europe's climate. Mean sea level pressure

shows a similar behavior (see Sch�onwiese and Rapp For summer precipitation,

however, correlations drop to values < 0:7 at distances near 50 km, Fig. 1.3b,

(for 250 stations surrounding Frankfurt/Main, 1891{1990; [1.53]). In winter

the correlation distance changes to about 200 km. These distance numbers are

a measure of representativeness: In case of temperature and pressure (large

numbers) we have a fair representativeness and do not need so much informa-

tion in space; this, however, is not the case for precipitation (small numbers).

Note, that the typical representativeness distance de�ned by any reasonable

correlation range does not only depend on climate elements and seasons but

( a )

( b )

Fig. 1.3. (a) Surface air tempera-

ture correlations (1881-1980) chang-

ing with distances between reference

station Helsinki (Finland) and other

stations in Europe and North Amer-

ica; dashed lines specify con�dence

levels [1.39]. (b) As (a) but for precip-

itation correlations in Germany (ref-

erence station Frankfurt/Main, 1891-

1990): annual (full circles), summer

(JJA, open circles) and winter (DJF,

triangles) [1.53].
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also on the data resolution in time and on the climate regime. Moreover, there

are also long{term changes associated with Grosswetter or climate trends. The

subsequent analysis of climate variablity is extended deriving the degrees of

freedom of Grosswetterlagen and climate zones.

1.3 Europe's Climate: Storm Tracks, Grosswetterlagen

and Climate Zones

Weather and climate observations are analyzed to obtain quantitative phys-

ical information in terms of energy and momentum budgets of the atmo-

spheric dynamics, their space and time �ltered properties in the space{time or

wavenumber{frequency domain, and nonlinear interactions. Regional climates

and the associated variability are described by spatial distributions of time

means and anomalies. Another type of data analysis which is qualitative or

phenomenological, identi�es and describes structurally stable patterns. That

is, large scale circulation systems which are related to real weather (highs and

lows) processes or climate zones (associated with typical biota). Both types of

analysis describe the same physical processes but contribute di�erent aspects

to it. For both approaches to represent climatologically meaningful space{time

behavior, the underlying quantitative data sets have to be subjected to prior

determination of the spatial degrees of freedom (or dimension) in order to sub-

stantiate the number of phenomenological patterns selected for the analysis:

The linear approach is based on the superposition of independent modes and

leads to estimates of the spatial degrees of freedom; the non{linear method

of scaling is more dynamically oriented. This section presents a description

of European climate in terms of its space{time variability which is based on

suitable physical and phenomenological data sets; climate change issues are

addressed in the subsequent section.

1.3.1 Climate Means and Variability Patterns: Pressure,

Temperature and Precipitation

The local surface climate at a grid point or single station is conventionally

described by three variables (climate elements), which imply a suitable time

average (say, a winter month) C(t) = (P; T;N): the monthly mean sea level

pressure P , temperature T , and precipitation N . Variability is suitably de-

scribed by anomalies C(t)0 = (C(t) � hCi)=�i, from the long term ensemble

mean of, say, thirty years hCi, and which are normalized by the respective

standard deviations, �i. In this sense the North Atlantic/European climate

is represented by the �elds of the ensemble means hCi, while the space{time

variability is comprised in the remaining anomalies C 0(t). The information in
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a)

b)

c)

Fig. 1.4. Joint spatial vari-

ability of the winter climate in

the North Atlantic/European

sector (winter seasons 1958-

1997): The dominating EOF1

describes the North Atlantic

Oscillation (NAO) in terms

of (a) montly mean sea level

pressure P, (b) temperature T

and (c) precipitation N.

this anomaly data set can be suitably reduced by empirical orthogonal func-

tion (EOF) analysis which separates the space and the time variability. The

eigenvectors of the covariance matrix of the anomalies describe spatial patterns

which are commonly ranked by their contribution to the total variance (de-

noted by their eigenvalues). These North Atlantic/Europe eigenvectors (see,

Kutzbach [1.35] for a climate analysis of North America) represent contribu-

tions to regional climate anomalies containing information on the simultaneous

distribution of the sea level pressure, temperature and precipitation. They are

used to reconstruct the original anomaly state vector by their respective prin-

cipal components (PCs or amplitudes E1(t); E2(t), ...).
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Space and time variability (North Atlantic Oscillation): Forty years of NCAR (Na-

tional Center for Atmospheric Research) re{analyses (1958{1997, representing

the synoptic scale with a 250 km resolution) reveal a dominating eigenvector,

EOF1, which contributes almost a quarter (24.4%) to the total variance. Its

spatial pattern provides a �rst indication that precipitating frontal systems

determine the variability of the North Atlantic/European climate (Fig. 1.4).

The following two describe 14.3% and 11.9% of the variance (not shown), so

that a hypothetical degeneracy of EOF2 and 3, whose eigenvalues should di�er

by the estimated standard deviation of either cannot be excluded (see North

et al. [1.47]).

EOF1 reveals a marked north{south anomaly pressure di�erence between

Iceland and the Azores/Iberian Peninsula, which is known as the North At-

lantic Oscillation (NAO). It represents, for positive NAO index, an enhanced

zonal 
ow across the North Atlantic, which is associated with a deep Iceland

low and a strong Azores high generating higher (lower) temperatures and more

(less) precipitation over the eastern (western) part of the North Atlantic and

northern (southern) parts of the European continent. These situations in
u-

ence the climate variability between Newfoundland and the Black Sea.

The other EOF's (not shown) modify the EOF1{variability; EOF2, for ex-

ample, represents situations with enhanced anticyclonic \Grosswetter" over

the European continent, which are associated with a shift of the tail end of

the cross{Atlantic storm track. In low pressure situations, a negative pressure

anomaly extends over the European continent. The related more southward

position and zonally oriented cyclone track is associated with frontal systems

which lead to enhanced precipitation and positive temperature anomalies in

the central and southern parts of Europe.

As the European climate is dominated by the North Atlantic Oscillation

(NAO), it is not surprising that suitable NAO circulation indices are sub-

jected to climate change analysis. These are the PCs of the dominating �rst

EOF of the surface pressure or combined �elds projecting the vector time series

Ci(t) onto the EOF or eigenvectors, or simply the pressure di�erence between

stations on the Azores and on Iceland. About hundred years of observations

show the following results: (i) The �rst combined EOF indicates a signi�cant

bimodality (see Fraedrich et al. [1.16]). (ii) The observed NAO station index

varies on interannual up to interdecadal time scales, indicating non-stationarity

of the NAO (Fig. 1.5). A standard wavelet analysis exhibits active and passive

NAO phases with low and high frequency variability, respectively. The hemi-

spheric circulation during the active phase is dominated by the North Atlantic

Oscillation, whose index 
uctuates with periods between 15 and 7 years, shows

enhanced low-frequency variability and large extremes (see Appenzeller et al.

1998 and, for the 1962-76 winter months, Wallace and Gutzler 1981). The

passive phase reveals a minimum in low-frequency variability characterized by

enhanced variance on shorter time scales (about 4 year period). The hemi-
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Fig. 1.5. North Atlantic Os-

cillation index time series

(top, winter mean surface

pressure di�erences Azores

minus Iceland; Hurrel [1.28])

and wavelet power spectrum

(bottom).

spheric circulation is dominated by the Paci�c/North America teleconnection

pattern (PNA); it evolves in the tropical/subtropical Paci�c and has a strong

in
uence on the southwestern part of the North Atlantic (exciting the Aleutian

Low and the North American High).

Extrema: The analysis so far is con�ned to the �rst and second moments (means

and variances) and needs to be extended to higher moments or, equivalently,

to the complete probability distribution, in order to obtain additional infor-

mation about its intensity 
uctuations, in particular extrema or intermittency

(and thus the higher moments). They are represented by the tail end of the

cumulative distribution. For example, the 5{min rainfall totals, N , of a single

station (Potsdam, Germany) reveal the following structure (Fig. 1.6, [1.17]).

The linear drop of the tail end of the probability distribution is not approached

smoothly from the curve of the \bulk" of the distribution, but rather abruptly

as a break from the rest of the distribution. Quantitatively, this tail, if approx-

imated by a power law of the type

F (N) = Prob fN > ng � n�a; (1.2)

shows a lesser reduction in probability for increasing intensity 
uctuations in

the 1 mm to 2 cm regime (a � 1:7), than for intensities > 2 cm (a � 3:0).

That is, the recurrence time (or return period) of the same hypothetically large

event is shorter for the smaller power law slope (and vice versa). For example:

an event > 10 cm, which occurs with probability 10�6 in the a � 3:0 regime,

would, in the a � 1:7 regime, occur with probability 10�5 and thus return an

order of magnitude earlier, a more pessimistic scenario.
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Fig. 1.6. Probability distri-

bution of rainfall in a log-

log diagram: Single station

(Potsdam, Germany) 5{min

data, which are distribution

averaged over eight summers

(after Fraedrich and Larnder

[1.17]).

A biased coin 
ip model is the basis of this analysis of the probability distri-

bution [1.25]. Here, the continuous rainfall variable is subjected to dichotomy

utilizing the occurrence of observations smaller than the �xed rainfall thresh-

old n : q = 1 � F (n) = Prob fN < ng. A subsequent Bernoulli experiment

determines the �rst exceedance of the threshold p at the j{th trial; its out-

come is the geometric distribution, !(j) = Fqj�1, with mean hji = � = 1=F ,

and standard deviation s = (� 2 � �)1=2. Multiplying by the sampling time,

the mean, hji = � , de�nes the expected return period of (the occurrence of)

an intermittent event (that is, threshold exceedance or N > n), for which to

happen once, � = 1=F trials are necessary in the average; if n is the median,

then the event N > n returns on the average every second trial, � = 2; if n is

the upper quartile: � = 4, etc.

1.3.2 Storm Tracks and Cyclone Paths: Eulerian and Lagrangian

View

As indicated by the eigenvector analysis, synoptic weather systems form an

integral part of the space{time variability of European climate. They undergo

a life cycle during which they follow more or less well de�ned paths known as

cyclone or storm tracks; they are associated with rainbearing frontal weather

systems a�ecting regional climates, in particular, the water cycle and extreme

weather events. The European weather and climate is a�ected by the variability

of the cross Atlantic cyclone track, in particular by its sensitive tail, which

is associated with the �nal stages of a cyclone's life cycle. About 70{80%

of the winter precipitation in continental Europe originates from about 15

frontal cyclones based on single station (Berlin) composite analysis (Fraedrich

et al. [1.19]). These storm tracks can also be in
uenced by distant atmospheric
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� �

Fig. 1.7. Storm track (1979-1997): (a) The r.m.s. of the 500 hPa band pass �ltered geopotential

height anomaly; the climatological distribution of the winter 500 hPa height averages (in gpdm) is

also included. (b) The decadal trend of the storm track. The contour intervals of the stippled area

are (a) 10m, (b) 2m, dark shade denotes positive, light shade negative anomalies (after Sickm�oller

et al. [1.56]).

events, like the ENSO system in the tropical Paci�c (see, for example, [1.16]).

Furthermore, relatively fast 
uctuations in the North Atlantic storm track

interact with the oceanic conveyor belt through the freshwater 
ux (or rainfall)

possibly leading to low frequency variability in the ocean and, likewise, in the

atmosphere. Space{time variability of atmospheric dynamics is conveniently

described by Eulerian statistics of model or observational data sets to comprise

the physical information contained in the sequence of weather maps. The height

(or geopotential) of a pressure surface is traditionally used to describe mid{

latitude synoptic scale systems.

Storm tracks: The storm track is a common measure for the mean intensity of

mid{latitude disturbances. It is de�ned as a region with enhanced standard de-

viation of the variability of the band{pass �ltered (2.5{6 days) 500 hPa geopo-

tential height to identify regions of strongest baroclinic activity (Lau [1.37]).

The axis of the storm track is located along the jet{stream as determined in the

500 hPa geopotential height. There are two distinct regions recognized over the

oceanic basins of the Northern Hemisphere with a magnitude of 60 m (Fig.

1.7a, deduced from the European Center for Medium Range Weather Fore-

casting, ECMWF, re{analyses; [1.56]): The North Atlantic and North Paci�c.

The North Atlantic storm track is considerably stronger and extends from the

centre of the North American continent to Northern Europe, whose climate is

considerably a�ected by the eddy activity of these synoptic scale systems; the

Paci�c storm track is restricted to the ocean.
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Cyclone paths (scaling and climatology): The cyclone track is the region of an

enhanced density of synoptic cyclones. The comparison between storm track

and cyclone track reveals some discrepancies: anticyclones are included in the

statistics de�ning a storm track, and its variability is not con�ned to geopo-

tential height minima [1.65]. For example, the occurrence of minima in the su-

perposition of a wave with a zonal 
ow depends on the 
ow intensity, whereas

the variability depends on the wave only. Cyclone paths are sensitive to the

particular tracking method; they are identi�ed subjectively or by a search al-

gorithm (as, for example, developed by Blender et al. [1.7]), the simplest of

which consists of two steps: (i) A cyclone is detected as surface pressure low

and therefore as a local minimum from the 1 000 hPa reference �eld in an area

covering 3� 3 grid points. (ii) A suÆcient intensity of the low requires a pos-

itive mean gradient of the 1 000 hPa height over an area characterized by the

Rossby deformation radius (1 000 km). The trajectory Xj(t) of the individual

cyclone j is a sequence of cyclone positions (xj(t); yj(t)) for 6 hourly time steps

t = 0; : : : ; T = 3 days; the high temporal resolution is required to guarantee

the cyclone traces of the sequentially identi�ed lows. Cyclone locations are

further analyzed relative to their initial position, dXj(t) = Xj(t)�Xj(t = 0),

Xj(t = T ) =
h
xj(t = 0); yj(t = 0); :::; xj(T ); yj(T )

i
; and (1.3)

dXj(t = T ) =
h
dxj(t = 0); dyj(t = 0); :::; dxj(T ); dyj(T )

i
; (1.4)

where eqs. 1.3 and 1.4 indicate the cyclone and its relative track. Formally,

the trajectory or the relative displacement of an individual cyclone is charac-

terized by a single point in a time{delay coordinate phase space spanned by

the consecutive (relative) cyclone positions. Applying cluster analysis to this

phase space leads to three dominating centroids of mean relative displacement,

which represent Lagrangian{type regimes of stationary, north{eastward and

zonally traveling cyclones (see Fig. 1.8. The latter two centroids correspond

to the extremes of the North Atlantic Oscillation (NAO) which characterizes

the Iceland low and Azores high see{saw and is associated with low frequency

(decadal) variability (see section 1.3.1). An ensemble averaged (hi) position of

the propagating cyclone clusters and the life{cycle of the horizontal pressure

gradient are shown in Fig. 1.8a,b.

Cyclone track scaling or, more generally, scaling in ocean and atmosphere

dynamics originates from di�usion processes. In this sense Fraedrich and

Leslie [1.20] adopt Richardson's experiment [1.49] and analyze tropical and

mid{latitude cyclones (for a review see [1.61]). Treating traveling cyclones as

large scale di�usive elements, they obey a fractional power{law scaling of the

time behavior of the mean square displacements, dX2(t) = dx2(t)+dy2(t) (nor-

malized by standard deviations). This leads to the structure function which,
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Fig. 1.8. Paths of North Atlantic cy-

clones: (a) Mean trace of cyclone posi-

tions in the north{eastward and zonal

clusters; (b) the average life cycle of

the 1 000 hPa height gradient, and (c)

their scaling (after [1.7]).

for stationarity, corresponds to a power law spectrum:

hdx2(t) + dy2(t)i � tq: (1.5)

For geophysical 
ows 1 < q < 2 is observed. The mean square displacement is

calculated for the whole set of cyclones and for the di�erent clusters. Figure 1.8c

shows a power law scaling of the total, zonal, and meridional displacements of

the cyclones in the North Atlantic/European sector in log{log format: hdx2 +

dy2i, hx2i, hy2i for the upper, middle and lower curves. The average of all

cyclones yields q � 1:52, the (north{eastward q � 1:67, zonal q � 1:59). The

stationary cyclones follow purely di�usive behavior with q = 1. The results

for the zonal and north{eastward propagating cyclones can be compared with
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Fig. 1.9. Cyclone density (1979-1997): (a) Occurrence and (b) decadal trend. The density gives

the ratio (times 100) of an occupation of 1 000 km2 by cyclones at an observation time. Contour

intervals are 5% in (a), 2% in (b). The trend in (b) is positive for dark shade, negative for light

shade (after [1.56]).

q � 1:67 of a simple point vortex model for the mid{latitude circulation [1.63];

ocean drifter trajectories follow q � 1:5 [1.51]. This behavior, observed in many

geophysical 
ows, characterizes a trajectory of fractal or self{similar dimension

d = 2=q; that is, cyclone motion is neither purely linear (q = 2) nor di�usive

(q = 1).

A cyclone climatology is provided by cyclone densities following K�oppen's

[1.34] �rst analysis of North Atlantic/European cyclone paths. The 1979{97

cyclone density (Fig. 1.9a, see also Sickm�oller et al. [1.56]) shows the tempo-

ral occupation of cyclones per 1 000 km2. The cyclone trajectories are mainly

located in the storm track area; they originate over the western parts of the

oceans and travel eastward bending northward until the end of their life cy-

cles. The cyclone density reaches 0.1 in the storm track areas. Similar to the

storm track, the cyclone density over the North Atlantic extends westwards

onto the American continent. Distinct density maxima within the storm tracks

are found southeast of Greenland in the Denmark Strait, in the Barents Sea,

the Canadian Sea, and the Gulf of Alaska. Further maxima are detected in

the Mediterranean Sea. Cyclogenesis is located in the baroclinic zones at the

western or upstream parts of the storm tracks. While the North Paci�c cy-

clones arise over sea, North Atlantic cyclones originate partly over the North

American continent; the Mediterranean and the Caspian Sea are other regions

of cyclogenesis. There are areas of secondary cyclogenesis east of Greenland

and over northern Europe. Cyclolysis occurs in the north{eastern end of the

storm tracks with pronounced maxima in the Gulf of Alaska and the Denmark

Strait. Secondary cyclones over northern Europe end in the Arctic sea while

the Mediterranean cyclones end in south{eastern Europe.
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1.3.3 Grosswetterlagen and Climate Zones

Early analyses of weather and climate were based on phenomenological classi�-

cations of the underlying synoptic scale processes and of the climatic zones re-

alizing that large scale patterns of recurrent weather episodes or of vegetation{

climate coherences are fundamental properties of the atmosphere and the cli-

mate system. Before utilizing these phenomenological data sets (types of Gross-

wetterlagen or climate zones) for further statistical analysis estimates of the

appropriate number of spatial degrees of freedom are required. This is neces-

sary, because the number of independent and distinct patterns (types, modes

or regimes) often obtained from practical experience, may not be supported by

the underlying data sets representing the spatial �elds (daily surface pressure

maps for Grosswetterlagen, monthly climate mean temperatures and precip-

itation for climate classi�cations; see also section 1.2 on representativeness).

Degrees of freedom (spatial embedding): Degrees of freedom (DOF) of a system

are estimated from a random sample of state vectors of an M{dimensional

space. That is, T observations at M grid points are stored in the M � T data

matrix, Xi(tj); i = 1; ::;M ; j = 1; :::; T . Now, DOF{estimates are obtained

by �tting the computed distribution of the standardized �2{state variable,

�2M =
PM

i=1(Xi)
2=M , to the theoretical �2{distribution ((�DOF)

2 = �2=DOF,

see [1.60]). Using the computed variance Varf
PN

i=1X
2

i g as a sample estimate,

the equality Var(�2M) = Var(�2=DOF), and chi{squared distributed variables

with mean M and variance 2M , the degrees of freedom are

DOF = 2M2=Var

NX
i=1

X2

i : (1.6)

The variance and, therefore, the DOF{estimate can be improved by transfor-

mation of the original state variables,X(t) = S�1=2�(t), toM new independent

variables �(t) = �1=2S�1
X(t). They are the projections of the original data

sample onto the orthogonal eigenvectors of the symmetric M �M correlation

matrix C = S�S�1 = hX
�

Xi, determined by singular value decomposition of

the originalM�T data setX(t). The matrix � containsM eigenvalues �i along

the main diagonal; the orthogonal matrix S is composed by the eigenvectors of

C with S�1 = S� (superscript * denotes the transpose operator). Some algebra

�nally leads to DOF = M2=
PM

i=1 �
2

i . The relation M = trace C =
PM

i=1 �i
shows that the degrees of freedom and the equivalent number of statistically

independent observations introduced by Megreditchian [1.40] are identical. In

this sense the following DOF{relations can be deduced for the correlation (or

covariance) matrices, C (or K), and their respective eigenvalues (�c or �k);

the total variance is hX2
i =

PM
k=1 �k. With (trace C)2 = (

PM
c=1 �c)

2 and
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trace (C2) =
PM

c=1 �
2

c one obtains the degrees of freedom and the con�dence

limits associated with the correlation (or covariance) matrix C (or K):

DOF(C) = (trace C)2=trace (C2) ; (1.7)

�DOF = r(DOF) ��� = �4 DOF (2=T 0)1=2 : (1.8)

Estimates of DOF{con�dence limits can be related to those of the eigenvalues

�m. The rule of thumb derived by [1.47], ��m = �2�m(2=T
0)1=2, depends on

the number T 0 of independent realizations. Error{propagation leads to the

DOF{con�dence limits, where r is the gradient with respect to �m. That

is, T 0 = 1 000 independent realizations, corresponding to 10 seasons of daily

data with an integral timescale of � = 3 � 4 days, lead to con�dence limits

DOF � �DOF = DOFf1 � 4(2=T 0)1=2g, of about 18%. Two applications are

presented following Fraedrich et al. [1.21].

Climate zones: Climate classi�cations follow by two basic principles: Genetic

classi�cations consider the in
uence of the general circulation of the atmo-

sphere (see, for example Flohn and Hupfer [1.11,1.30]), the surface energy


uxes, the tropospheric air masses on climate; further di�erentiation is possible

when utilizing more information: frequency and tracks of cyclones and anti-

cyclones, the intensity and location of quasi{stationary upper troughs, frontal

passages, position up{ and downstream of mountainous terrain, of coasts, the

soil properties which regulate evaporation, albedo etc. E�ective classi�cations

describe regional climate states by observables and their link with 
ora, fauna,

soil, agricultural use etc. The primary information (or climate elements) on

which the e�ective schemes are based are long term monthly means of temper-

ature and precipitation; threshold values, connected to the vegetation growth,

for example, are also included. Such classi�cations appear to be most suitable

for practical applications. A well{known e�ective scheme has been introduced

by K�oppen [1.33] which comprises a spatial analysis of the global climate of the

continents. Utilizing monthly ensemble means of temperature and precipita-

tion, the K�oppen climate regimes are identi�ed by linking maps of vegetation

to the climate state variables which leads to world wide main climate zones.

With modi�cations they characterizing the tropical (A), dry (B), subtropical

(C), temperate (D), boreal (E), snow (F) climates which are, in parts, subdi-

vided further into wet, summer{ and winter{dry, or monsoon{type, oceanic or

continental (r, s, w, m, o, c), or tundra and perpetual frost (T, I). The success

of this classi�cation lies in its simplicity and its relation to the biosphere; it

may be considered as the �rst step towards a biome oriented analysis of the

earth's climate.

The degrees of freedom are estimated prior to an application of a classi�-

cation scheme using monthly means (NCAR 1958{1997) of the near surface

temperature and precipitation which, for the European continent, gives DOF
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Fig. 1.10. The 1901-95 time

series of the North Atlantic

Oscillation index (full line)

and the relative area occupied

by the boreal European Eo-

climate (dashed).

= 3. This corresponds with the observed number of climate types employing

the modi�ed K�oppen scheme: subtropical (C), temperate (D) and boreal (E);

the snow{area (F) covers only a small portion of the continent while the dry

climate (B) occurs at the south{eastern boundaries in and near Asia. Thus the

classi�cation scheme appears to be a useful analysis tool of regional climates

and their change analysing the period 1901-95 (Climate Research Unit, Uni-

versity of East Anglia, Norwich [1.46], 0:5Æ�0:5Æ grid resolution): (i) The area

cover of the dominating climate zones (Fig. 1.0, in million km2) is for the sub-

tropical zome (C = 1.5), temperate (D = 8.4), boreal (E = 2.6); snow (F = 0.3)

and dry zone (B�1.4). (ii) A signi�cant correlation between NAO-
uctuations

and the European climate zones can only be determined for the area covered by

boreal Eo-climate (Fig. 1.10), applying a 15 year averaging window to both the

annual NAO index and the surface climate variables entering the classi�cation

scheme.

Grosswetterlagen: Grosswetterlagen classi�cations are introduced to describe

the large scale circulation from hemispheric down to regional scales utiliz-

ing the evolution of surface pressure �elds as the primary information source:

(a) The whole Northern Hemisphere extratropics (polewards of 30Æ N, Dz-

erdzeevskii [1.9]) is the largest area classi�ed by circulation types (46 including

an indeterminable one), which are e�ectively reduced to 36 individual in sum-

mer or winter seasons. These types characterize the hemispheric movements of

cyclones and anticyclones which are combined to form 13 elementary circula-

tion patterns which, in turn can be categorized into four principal groups (zonal

mean, zonally asymmetric, meridional and mixed). (b) The Grosswetterlagen

catalogue characterizes the circulation of the eastern North Atlantic/European

sector (Hess and Brezowsky [1.27], [1.23]; Fig. 1.11a) by centres of action lead-
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Fig. 1.11. Circulation regimes in

the North Atlantic European sec-

tor: (a) An example from the Hess-

Brezowsky [1.27] Grosswetterlagen

catalogue. (b) Estimates of degrees

of freedom based on observed anoma-

lies from monthly (squares) and cli-

mate means (no squares) using low-

pass (full line) and band-pass (dotted

line) �ltered data (from Fraedrich et

al. [1.21]).

ing to 29 (plus one indeterminable) weather types; they are arranged to ten

major classes which can be combined to three basic large scale circulation

regimes (zonal, meridional and mixed). (c) On a smaller scale (from 50Æ to

60Æ N and from 10Æ W to 2Æ E) the British Isles weather is based on seven

circulation types (Lamb [1.36], see also [1.32]). Other regional classi�cation

schemes are also known [1.3]. All catalogues provide long time series of large

scale circulation systems identi�ed by often subjective \pattern recognition"

applied to the daily surface pressure �elds. They have been used, for example,

to analyze regime transition probabilities [1.59], to identify far distant telecon-

nections like the possible link between the ENSO in the tropical Paci�c and

Europe (Fraedrich, Fraedrich et al. and Wilby [1.13,1.15,1.70]), explain calen-

dar singularities (Bissoli and Sch�onwiese [1.5]) and climate trends (Werner et

al. [1.69]).
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A degree of freedom analysis is performed prior to a statistical evaluation of

North Atlantic/European Grosswetter, utilizing the daily surface pressure �eld.

The data are the geopotential heights of the 1 000 hPa pressure level (ECMWF

1980{1989 with 500 km resolution) which characterize the large scale circu-

lation. The following results are noted (see also Fraedrich et al. [1.21]): (i)

The northern hemisphere (from 30Æ to 75Æ latitude) represented by M � 510

grid points, yields DOF � 30 for un�ltered, DOF � 40 for band{pass, and

DOF � 15� 20 for low{pass �ltered data. This corresponds well with the Dz-

erdzeevskii catalogue identifying 36 di�erent large scale circulation patterns,

which are suitably combined to 13 weather regimes. General circulation model

simulations with T{21 resolution reveal systematically larger values (plus 5). It

appears that the model (although of limited resolution) is not able to generate

the suÆciently small number of dominating and active modes which is nec-

essary to adequately simulate the atmosphere's large scale dynamics. (ii) The

North Atlantic/European Sector with M � 160 grid points gives, for the un�l-

tered data, DOF � 10� 12; DOF � 7� 10 are obtained for low{pass (10{90

days) and DOF � 15�20 for band{pass (2.5{6 days) �ltered data (Fig. 1.11b).

These DOF{estimates can be associated with the number of distinct large scale

circulation patterns. Hess and Brezowsky [1.27] de�ne 36 Grosswetterlagen for

the Atlantic/European sector. This number reduces to 10 Grosswetter{types

which corresponds with the low{pass �ltered DOF{estimates. The large num-

ber of 36 Grosswetterlagen, however, appears to be too large and does not

even compare with the band{pass �ltered DOFs. In summarizing, the spatial

DOFs indicate that the data set analyzed does not allow a resolution of as

many details as the large number of phenomenological Grosswetterlagen indi-

cates. Thus, the number of (independent) Grosswetterlagen being substantially

larger than the spatial degrees of freedom of the underlying data set requires

a considerable reduction of that number to a few regimes, if further statisti-

cal analysis is to be employed. Therefore, it is not surprising that analyses of

singularities, climate and climate change (as shown in the following) are based

on a few regimes only, which comprise dynamically similar Grosswetter types.

The basic time statistics of the Grosswetter types describes the North At-

lantic/European climate in terms of its synoptic genesis: (i) Three meteoro-

logically distinct large scale circulation regimes are selected. They show that

the zonal (or westerly, 31%) and meridional (35%) 
ow patterns determine

the Europe's winter climate, while a set of mixed circulation patterns (34%)

can be interpreted as a transition regime with a smaller mean residence time

of �ve days compared to the six and seven day values attained by the zonal

and meridional regimes. This interpretation is further supported by the mean

�rst passage time describing regime alternation: 11 or 17 days from meridional

to zonal or vice versa, while the transitory mixed state is occupied for about

three or �ve days during the regime passage (see also Spekat et al. [1.59]).

(ii) NAO-
uctuations and the North Atlantic/European Grosswetter (in par-
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Fig. 1.12. Ensemble mean an-

nual cycle of surface air temper-

ature (1949-85, three-day aver-

ages) at Frankfurt/Main; arrows

indicate \singularities" with their

German names (from Bissoli and

Sch�onwiese [1.5]).

ticular the zonal regime) are closely related. Discarding the common Eulerian

frame (of station data), Glowienka ( [1.24], [1.48]) introduced a dynamically

more relevant Lagrangian NAO index attributed to the changing positions of

the mean Icelandic Low and Azores High. In this sense, the 
ow's seasonal

mean occupation times in the zonal (or westerly) Grosswetter state appear to

be a more suitable measure of the 
uctuating North Atlantic Oscillation than

the conventional Eulerian index measure (see section 1.4.1 and Fig.1.14).

1.3.4 Singularities

The annual cycle of, for example, single station surface air temperature at a

time resolution of one or a few days (see Fig. 1.12) is not as smooth as may

be expected for astronomical reasons (annual cycle of insolation). Particular

deviations towards warmer or cooler conditions appear, even after ensemble

averaging for many years. These phenomena of more or less regular tempera-

ture deviations from the smooth mean annual cycle are called \singularities"

(or calendar singularities). Although related to a corresponding behavior of

the \Grosswetterlagen" (regimes). There is no steady relation to precipitation.

Four types of singularities can be found associated with the following regime

change: warm{moist (WM), warm{dry (WD), cold{moist (CM), and cold{dry

(CD).

In continental Europe, some of these singularities have been known by ex-

perience since a long time, especially in the context of agriculture (\Bauern-

regeln"), some of them originated in the Roman Empire about two thousand

years ago. Traditional German names of singularities are very popular, for

instance \Eisheilige" for a CD singularity in May, \Schafsk�alte" for a CM sin-

gularity in June or \Altweibersommer" for a WD singularity near the end of

September (corresponding to the \Indian summer" in the USA). Table 1.2 lists

some prominent singularities, and their mean calender dates of occurrence and

their frequencies.
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Type Date Frequ. Type Date Frequ. Type Date Frequ.

[%] [%] [%]

CD 4.-9.1. 83 CN 24.4.-2.5. 84 WD 25.-26.9. (76)

CD 13.-14.1. * WD 7.-18.5. 95 WD 3.-10.10. (73)

CD 17.-20.1. 58 CM 20.-31.5. 70 CD 13.-16.10. 87

WM 22.-30.1. 49 WD 2.-8.6. 84 WM 23.-25.10. *

WM 3.-12.2. 60 CM 10.-12.6. 81 CD 28.10.-1.11. (76)

CD 14.-20.2. 60 CM 6.-1.7. 70 WM 9.-11.11. 49

CD 27.2. 49 WD 3.-14.7. 89 CD 16.-18.11. 62

CD 7.3. (76) CM 16.-24.7. 60 CD 25.-26.11. 87

CD 11.-14.3. * WD 28.7.-7.8. 84 WM 27.-28.11. 92

CD 18.-20.3. (95) WD 13.-16.8. * CD 30.11.-2.12. (76)

WD 23.-27.3. 62 CM 17.-24.8. (60) WM 4.-5.12. 56

WD 3.-4.4. 97 WD 29.8.-5.9. 62 CD 17.-21.12. 53

CD 7.-12.4. 60 WD 11.-12.9. (81) WM 24.-29.12. 53

WD 17.-22.4. 73 CM 19.9. 95 CD 4.-9.1. 83

Table 1.2. Type (WM = warm/moist, WD = warm/dry, CM = cold/moist, SD = cold/dry), mean

calender data of occurrence and frequency (temperature{related, if not applicable precipitation{

related in parentheses) of some Central European \singularities" (simpli�ed from [1.5], observation

period 1946{1986, *not signi�cant.)

As every climatic phenomenon, also singularities change in time. For ex-

ample, Tab. 1.2 does not indicate the CD singularity \Eisheilige", because a

statistical analysis shows that, nowadays, this singularity is very rarely occurs

and is replaced by a WD singularity around 7{18 May. In contrast to that,

based on the 1891{1925 observation period, the CD singularity \Eisheilige" ap-

peared around 6{20 May with a frequency of 97%. Such a change is connected

with a regime change of the observed frequency of \Grosswetterlagen".

1.4 Climate Trends: Europe at the End of the Century

The increase of the global mean temperature observed in the last 100 years

[1.31] raises two questions: Can signals of climate change be detected in the

North Atlantic/European sector and does this change exceed that of the nat-

ural variability ? A systematic treatment of climate change requires identi�-

cation of climate variables or elements which characterize climate states and

circulation patterns changing its long term variability. Dynamical processes

which are possibly associated with climate change, and indicators, which point

to abrupt changes of the atmospheric circulation, need to be found, analyzed

and tested. For example, the ice cores in Central Greenland reveal temperature

changes of about 7 degrees within a few decades (see [1.10]). Although such

abrupt temperature changes have not been observed since the Pleistocene{

Holocene transition (after the Younger Dryas), appropriate climatological pa-
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Fig. 1.13. Linear trend patterns (1961-90) in Europe, T = surface air temperature in K, N =

precipitation in percent, P = mean sea level pressure in hPa, and � = 500 hPa geopotential height

in gpm (modi�ed from Sch�onwiese and Rapp [1.53]).

rameters incorporating the atmosphere's complexity may show such a behav-

ior. For example, the North Atlantic Oscillation (see Figure 1.5, Hurrel [1.28])

reveals decadal 
uctuations a�ecting weather and climate in Europe (Wanner

et al. [1.68]). The following sections present analyses of climate trends in Eu-

rope at the end of this century utilizing a set of climate elements and indicators

which characterize the atmospheric circulation dynamics in a statistically com-

prehensive manner: Trends of the averages (�rst moments, section 1.4.1) and of

the variability (higher moments, section 1.4.2) are followed by an introduction

to the empirical analysis of the external forcing mechanisms.

1.4.1 Trend Patterns of Climate

The climate trend patterns 1961{1990 depending on both season and obser-

vation period are indicated concerning changes of the mean �elds of the cli-

mate elements, surface air temperature, precipitation, mean sea level (MSL)

pressure, and 500 hPa geopotential height in Europe (from Sch�onwiese and

Rapp [1.53]). Figure 1.13 shows that, except for northern Scandinavia and the

SE Mediterranean area, all regions have experienced warming with maximum

values up to 2 K in Central Europe. The precipitation trend pattern is more

complicated; the precipitation increase in most areas of West, central and east-

ern Europe, which is contrasted by a decrease in the Mediterranean area. Note
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that the most pronounced precipitation decrease (up to 50%) coincides with

the maximum of MSL pressure increase. The pressure �elds both in MSL and

500 hPa show zonally oriented change patterns with a decrease in the North

and an increase in the South (in coincidence with NAO behavior). On a sec-

ular time scale the trend patterns for temperature remain similar but not for

precipitation and pressure (for details, including con�dence tests, see [1.53]).

1.4.2 Storm Tracks and Cyclone Paths; Grosswetterlagen and

Climate Zones

Trends of means (that is, monthly, seasonal or annual averages) need to be

supplemented by trends of the intrinsic climate variability (second or higher

moments) to characterize changes in storm tracks, cyclone densities, residence

times of circulation regimes etc., which will be discussed in the following. Note

that the e�ect of the recent changes of the North Atlantic Oscillation (Figures

1.10, 1.5) is also re
ected in the trends of stormtracks or cyclone paths, the

changing Grosswetterlagen statistics and the shifts of climate zones (see section

1.3.3)

Trends of storm tracks and cyclone paths: The storm tracks trends are deter-

mined by the slope of a linear regression normalized per decade during 1979{

1997. The North Atlantic storm track shifts to the Northeast, and, over Europe,

the variability is displaced eastwards (Fig. 1.7b). The trend of the cyclone den-

sity (Fig. 1.9b) shows a north{eastward shift with a decrease in the western

Atlantic and an increase over Scandinavia, which is very similar to the storm

track trend (Fig. 1.7b). The reduction of the storm track over central Europe

can be found in the trend of the cyclone density. In eastern Europe, however,

the enhancement of the storm track is not due to cyclone density, which shows

a distinct decrease in this area (see change of climate zones Fig. 1.9b). Note

that, simultaneously with the north{eastward shift of the cyclone density, the

numbers of short{lived cyclones (without minimal lifetime, hence including

lows which exist only one time step) and the cyclones with at least 3 days life

time decrease both with a rate of about 2 per decade (see [1.56]).

Changing Grosswetterlagen statistics (frequency and residence time): The vari-

ability associated with the climate of the North Atlantic/European sector

is suitably described in terms of large scale circulation regimes. Character-

izing the underlying dynamics requires appropriate measures of the variability

which are useful climate signals to identify trends and abrupt changes. Here,

the statistics of the occupation time (frequency) or residence time (duration)

will be applied, �rst to two univariate regimes (the cold{ and the warm{type

regimes) and then to a binary process (the zonal 
ow regime and its comple-

ment comprising all remaining other Grosswetter types). A trend analysis of
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the frequency or occupation time of warm{ and cold{type Grosswetterlagen is

summarized in Tab. 1.3. It reveals that in summer and winter a frequency in-

crease of the warm regime is observed, corresponding to a decrease of the cold

regime. This change is very pronounced in summer (47% increase of warm{

type{Grosswetterlagen).

Period Summer, W Summer, C Winter, W Winter, C

[%] [%] [%] [%]

1901-1930 31.6 51.0 39.3 27.1

1931-1960 40.4 49.3 35.8 33.3

1961-1990 46.7 42.3 43.1 31.2

Table 1.3. Frequency of relatively warm{ and cold{type European Grosswetterlagen (W or C) in

summer and winter (from Hupfer and Sch�onwiese [1.29]).

Residence times characterize the persistence of circulation regimes of, for

example, the zonal Grosswetter, which is closely associated with the cross At-

lantic storm track (see Figs. 1.4, 1.7, 1.9) and, due the existence of the Gulf

stream, determines the temperate climate of the European continent (see Fig.

1.0). Con�ning the dynamics to a dichotomous (or binary) process of two cir-

culation states, the zonal regime Z(t) and its complement (no Z), decadal

mean residence times of the state Z can be estimated; it shows an abrupt

increase near the beginning of the seventies (Fig. 1.14a,b). An outlier test

(Thompson rule, see M�uller et al. [1.45]) of this climate signal (decadal win-

ter mean duration of the zonal regimes) identi�es the 1981-1990 decade as

the onset of climate change in the North Atlantic/European sector; the trend

commences in the beginning of the seventies. Beyond that decade the observed

peaks do not belong to the previous centennial sample (1881{1980) on the 99%

signi�cance level (denoted by triangles). The observed climate change in the

North Atlantic/European sector can be attributed to the surface tempera-

ture anomalies of the Earth's continents and to the increasing intensity of the

North Atlantic Oscillation (see Figure 1.5. Their decadal sequences from 1901

to 1997 show simultaneous rise from the 1971{1980 decade onwards, which is

another indication of a global climate mode. It describes the \warm continent

{ cold ocean" state (and vice versa) dominating the end of this century. Other

parameters (ENSO variability, North Atlantic sea surface temperatures, North-

ern Hemisphere temperatures) have been excluded to be signi�cantly related

to the observed climate change in Europe (see Werner et al. [1.69], for more de-

tails). Applying the same analysis to the Lamb circulation patterns, that is, the

type 16 (west) plus 26 (cyclonal west), leads to the same results (not shown).

Another support comes from an analysis of Central European Grosswetter,

precipitation, and temperature (Bardossy and Caspary [1.2]). Furthermore,

the mean occupation times of the circulations states reveal an analogous time
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  � Fig. 1.14. (a) Time series of the

decadal means of the residence times

(full line, left axis) and occupation

time (dashed, right axis) of the zonal

(or westerly) Grosswetter state in win-

ter (1881/82 - 1997/98); triangles de-

�ne statistically safe outliers (�= 0.05);

(b) residence time distributions (rela-

tive frequencies) for periods 1881 to

1970 (black columns) and 1971 to 1997

(grey; from Werner et al. [1.69]).

evolution but there are no statistically safe outliers on the required level of

signi�cance.

Shift of climate zones: The analysis of the climate classi�cation scheme (from

1901 to 1995, see section 1.3.3) is extended to the changes occurring near the

end of this century. Shifts observed during the last 15 years are presented

in Figure 1.0 (covering a 30 year span by the sliding 15 year window, af-

ter Fraedrich et al. 2001 [1.22]). It appears that Europe realises the largest

change of climate zones (relative to its area) compared with all other conti-

nents. Here it is the maritime temperate climate (Do) which increases its area

by 289 103km2 replacing mainly the continental climate (Dc), which looses

222 103km2.

1.4.3 External Forcing: Natural and Anthropogenic

External forcing mechanisms of the climate system are de�ned to operate with-

out direct interactions. They can be identi�ed in terms of radiation anomalies

(radiative forcing) within the atmosphere surface subsystem leading to the cor-
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responding temperature e�ects as they are simulated, for example, by energy

balance models. However, they are also involved with indirect e�ects, often due

to modi�cations caused by a change of the atmospheric composition (cloud ef-

fects) and circulation. This indirect forcing, which involves the response of all

climate elements, is very uncertain and a matter of continuing research.

Causes: For example, explosive volcanism e�ects climate anomalies of a few

years but climate change does not trigger volcanic eruptions (as far as we

know). The climatic e�ect is that the additional volcanogenic aerosol layer

which has a typical residence time of 1 { 3 yr after eruption, absorbs and scat-

ters some part of the solar irradiation, leading to a warming of the stratosphere,

whereas the insolation transmission into the lower part of the atmosphere (tro-

posphere) is decreased leading to cooling e�ects near the Earth's surface. This

radiation forcing which is dominated by sulfate particles can be quanti�ed.

Following [1.41] the tropospheric radiation forcing was 2:4 Wm�2 in the year

of the Pinatubo eruption (1991), 3:2 Wm�2 one year later (maximum e�ect)

and 0:9 Wm�2 two years later. For earlier decades without direct observation

of the stratosphere such assessments are not possible. However, some authors

have tried to evaluate annual explosive volcanism parameter time series where

this parameter is based on historical volcanoe chronologies (such as by [1.57].

One of the most recent assessments used in the following is from [1.26]) where

both sulfate particle building via gas{to{particle conversion and sedimentation

are taken into account.

Solar forcing of climate is a matter of controversial discussion since a long

time. On a decadal to secular time scale the question has to be answered

whether solar activity by solar 
ares etc. and indicated by sunspots has a

signi�cant in
uence on climate or not. Based on a number of recent publi-

cations [1.31]) states a 
uctuative forcing of 0:1 � 0:5 Wm�2 where the re-

lated time series mostly are closely related to sunspot relative numbers (SRN,

see [1.12]). So SRN time series may be used as a solar forcing proxy. Alterna-

tively, solar forcing may have been also contributed to a secular trend [1.38],

however, at a similar magnitude as quanti�ed above. We use this assumption,

too. All other solar hypotheses, e.g. concerning an in
uence of the length of

the solar cycle or solar diameter variations seem to be speculative (Sch�onwiese

et al. [1.55]).

Anthropogenic sources provide the most important secular forcing of global

relevance. It is due to the emission of greenhouse gases (GHG: CO2, CH4, CFC,

N2O, tropospheric O3 etc.) in the context of human activities like energy use,

traÆc, deforestation, agriculture and some other. This problem was described

and discussed at length by [1.31]). The most important point is that the cor-

responding atmospheric concentration increase since approximately 1850 (not

only due to CO2 but so{called CO2 equivalents) is quanti�ed as a 2:1 � 2:8

Wm�2 radiative forcing and that in case of a CO2 doubling (4:4 Wm�2 forc-
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( a ) ( b )

Fig. 1.15. (a) Observed global mean surface air temperature anomalies 1854-1994, 10 yr low-pass

�ltered (data from [1.31]), solid line, reproduction by means of a multiple regression model (MRM)

using greenhouse gas (GHG), sulfate aerosol (SU, both anthropogenic) such as volcanic, solar, and

ENSO forcing, dotted line, in addition related GHG (dashed line) and SU (dashed-dotted line)

signal time series (from [1.52]). (b) As in (a) but neural network model (NNM, backpropagation)

simulation.

ing) a global mean surface air temperature increase of 2:1 � 4:6 K (equilib-

rium response) is simulated by coupled atmosphere{ocean circulation models

(AOGCM, [1.31]). The same models attribute to this forcing so far roughly 1 K

temperature increase (transient response, i.e. time lags implied). A second an-

thropogenic but negative forcing is due to tropospheric sulfate aerosol particles

(SUA) which may have lead to a cooling of approximately 0:4� 0:6 K during

the same industrial time and as simulated by AOGCM as well [1.31]. Figure

1.15 shows the time series of all natural and anthropogenic forcing mechanisms

mentioned above and related to in the following (including ENSO using the

Southern Oscillation Index SOI).

E�ects: Statistical techniques are used to check how much of the observed sur-

face air temperature variance can be reproduced by a combination of GHG,

SUA, volcanic, solar and ENSO forcing. It arises that a simple multiple re-

gression model MRM (logarithmic GHG{temperature relationship, all other

relationships are linear; the GHG{temperature time lag of 20 yr has been as-

sessed by cross correlation analysis; the volcanic delay is 1 yr and all other

forcings are without delay) is able to explain 73% of this variance on a global

mean annual basis. A neural network model (NNM, backpropagation architec-

ture; [1.58]) which is trained to �t non{linear relationships (and allows forcing

factor interactions) comes out with 83%. The next step is to try to attribute

particular isolated forcing factors to observed variation components (the sum
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of these components or climate \signals" is the total variance explained). The

results of this signal analysis are very similar in case of MRM and NNM and

proportional to the radiative forcing postulated by [1.31], (see also Tab. 1.4).

Forcing NNM MRM
In
uence

[Wm2] [K] [K]
Time structure

Greenhouse gases (GHG) + 2.1{2.8 0.9{1.3 0.8{1.2 non-linear trend

Sulfate aerosols (SUA) - 0.4{1.5 0.2{0.4 0.1{0.4 non-linear var. trend

Combined (GHG + SUA) + (0.6{2.4) 0.5{0.7 0.6{0.8 non-linear var. trend

Volcanism (VIG) - 1.0{3.0* 0.1{0.2 0.1{0.4 episodic (1{3 yr)

Solar activity (SRN) + 0.1{0.5 0.1{0.2 0.1{0.2 
uctuative (+ trend?)

El Ni~no (ENSO) + (internal) 0.2{0.3 0.2{0.3 episodic (0.5 yr)

CO2 doubling, equilibrium + 4.4** 2.1 2.6{3.9 non-linear trend

CO2 doubling, transient + 4.4** 1.7 1.8{2.6 non-linear trend

Explained variance 83% 73% annual data

Table 1.4. Global mean tropospheric radiative forcing of the speci�ed in
uence factors since ap-

proximately 1850 (from [1.31]) and related surface air temperature signals as assessed by neural

network and multiple regression models (NNM and MRM [1.52,1.54,1.67]; *only after major erup-

tions like Pinatubo: 1991 ! 2.4, 1992 ! 3.2, 1993 ! 0.9 Wm�2 [1.41]; **GCM [1.31]: equilibrium

2.1{4.6 K; transient 1.3{3.8 K).

On a regional-seasonal scale the statistical signal assessments su�er from a

very low amount of explained variance. Nevertheless, some preliminary results

for Europe, from a related MRM analysis, are listed in Tab. 1.5. Note that

in this case the maximum GHG signals are found in summer. However, in

line with the small amount of explained variance, the observed trends and

the simulated signal sums di�er considerably. In case of related NNM signals

some strange results arise which seem to contradict the physical background. It

appears that the neural network technique fails to reproduce reasonable signal

results if the total amount of explained variance is relatively small.

Spring Summer Autumn Winter Year
In
uence

[K] [K] [K] [K] [K]

Greenhouse gases (GHG) 1.2 1.4 1.2 0.8 1.2

Sulfate aerosols (SUA) -0.6 -0.9 -0.7 -0.3 -0.6

Combined (GHG + SUA) 0.7 0.5 0.5 0.5 0.6

Sum of all signals simulated 0.7 0.5 0.5 0.5 0.6

Observed trends 0.4 0.2 0.3 0.4 0.4

Explained variance (MRM) 20% 23% 18% 11% 28%

MRM prediction 1991-2040 * 1.7 2.0 1.7 1.1 1.7

OAGCM prediction 1935-2084 * 1.9 2.2 1.9 3.6 2.3

Table 1.5. Statistical assessments of anthropogenic European surface air temperature signals 1892{

1991 and related predictions using MRM (multiple regressions) or OAGCM (ocean atmosphere

general circulation models) from [1.54]; * GHG trend scenario IS90A, \business{as{usual" [1.31];

OAGCM from [1.8]).
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1.5 Conclusion

The space{time variability of the European climate is analyzed which, due to

its position at the tail end of the North Atlantic storm track, depends strongly

on the oceanic circulation. This privileged situation allows Europe to support

a population of 300 million people polewards from the 40ÆN latitude circle

which, compared to the 30 million people living in North America or Eastern

Asia north of the same latitude, is unique for the Earth. Europe's climate

analysis described in this review follows four steps employing both physical

observations and phenomenological data sets:

The �rst step characterizes the climate by the spatial distributions of long

term means and variances of the fundamental physical climate elements (sur-

face air temperature, sea level pressure, and precipitation).

The second step requires the analysis of the underlying processes gener-

ating the climate. In the European sector these are the rain bearing frontal

systems which, in terms of cyclone paths (densities) and storm tracks, cre-

ate dynamically meaningful quantitative climatologies employing Lagrangian

and Eulerian analyses of weather maps. The analysis of the climate generating

processes is supplemented by the statistics of qualitative phenomenological

patterns (or regimes) like Grosswetterlagen and climate zones which embed

the regional climate into its geographical and biospheric environment.

The climate state associated with its space{time variability may undergo

long term changes associated with global change of natural or anthropogenic

origin; this constitutes the third step of climate analysis. The climatologies

described above document a recent climate change at the end of this century

after employing trend analyses of the spatial distribution of time averaged

climate elements and of various measures of their variability (storm tracks

or second moments and cyclone densities, occupation and residence times of

circulation regimes).

The fourth and �nal step consists of an analysis of the climate trend gener-

ating processes. Dynamical models or empirical analyses (the latter approach

is adopted here) are used to determine the e�ects of external forcing of the

climate due to volcanism, solar variability, and anthropogenic activities.
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