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a b s t r a c t

A global spectral barotropic ocean model is introduced to describe the depth-averaged flow. The equa-
tions are based on vorticity and divergence (instead of horizontal momentum); continents exert a nearly
infinite drag on the fluid. The coding follows that of spectral atmospheric general circulation models
using triangular truncation and implicit time integration to provide a first step for seamless coupling
to spectral atmospheric global circulation models and an efficient method for filtering of ocean wave
dynamics. Five experiments demonstrate the model performance: (i) Bounded by an idealized basin
geometry and driven by a zonally uniform wind stress, the ocean circulation shows close similarity with
Munk’s analytical solution. (ii) With a real land–sea mask the model is capable of reproducing the spin-
up, location and magnitudes of depth-averaged barotropic ocean currents. (iii) The ocean wave-dynamics
of equatorial waves, excited by a height perturbation at the equator, shows wave dispersion and reflec-
tion at eastern and western coastal boundaries. (iv) The model reproduces propagation times of observed
surface gravity waves in the Pacific with real bathymetry. (v) Advection of tracers can be simulated rea-
sonably by the spectral method or a semi-Langrangian transport scheme. This spectral barotropic model
may serve as a first step towards an intermediate complexity spectral atmosphere–ocean model for
studying atmosphere–ocean interactions in idealized setups and long term climate variability beyond
millennia.

� 2009 Elsevier Ltd. All rights reserved.

1. Introduction

A numerically efficient spectral solution technique for hydro-
static atmospheric equations on the sphere has been developed
in the seventies (Bourke, 1972; Bourke, 1974; Hoskins and
Simmons, 1975). This forms the basis of many atmospheric global
circulation models (AGCMs) that are in use in the scientific
community for weather forecasting and climate modelling (e.g.
Kalnay et al., 1990; Kiehl et al., 1996). The main advantages of
the spectral solution technique lie in the absence of numerical
problems due to the singularities at the poles, a better representa-
tion of wave dynamics, and the simple way of spatial differentia-
tion that allows the inversion of many linear differential
operators without much effort. However, this technique has never
been applied to the modelling of the real global ocean circulation,
which often employs finite-difference approaches (see, e.g.
Haidvogel and Beckmann, 1999). The reason seems obvious since,
contrary to the atmosphere, the ocean is bounded by coast lines
where at least the normal flow must vanish identically. Neverthe-

less, spectral models have been successfully applied to the simula-
tion of the ocean circulation in idealized rectangular basins using
trigonometric functions (e.g. Böning, 1986) or using Chebishev
polynomials (e.g. Haidvogel et al., 1980).

In this study we present a method by which the flow around the
continents can be reasonably simulated with a spectral solution
technique. This builds on the method of Mason and Sykes (1978)
who considered atmospheric flows over mountains. They viewed
the mountain as a part of the fluid having an infinitely large viscos-
ity. This enables inclusion of arbitrarily shaped mountains in a
model with a regular grid in a Cartesian coordinate system. Fur-
thermore, the diagnostic Poisson equation for pressure can be
solved without paying attention to complicated boundary condi-
tions due to orography. The treatment of boundaries in this way
has been successfully applied in an large-eddy simulation (LES)
model for simulating the flow above complex terrain (Reinert
et al., 2007). In principle this method can also be applied to mod-
elling of the world ocean where the bathymetry and continents
have a complex structure.

A spectral ocean model would have several advantages. With a
spectral model a flow over or near the pole can be simulated with-
out additional care taken of the singularity of the longitude–lati-
tude coordinates. Furthermore, a spectral ocean model allows a
seamless coupling to spectral AGCMs since, in both models, fields
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are transformed to a Gaussian grid that can be identical. Another
advantage is the more efficient inversion of linear operators, be-
cause the number of grid-points representing a field with a certain
resolution is about a factor 4.5 larger than the corresponding num-
ber of spectral functions, namely the spherical harmonics. Further-
more, the application of many linear differential operators on
spherical harmonics can be expressed by simple recurrence rela-
tions. For example, the inversion of the Laplace operator is extraor-
dinarily simple, because spherical harmonics are eigenfunctions
while, in a grid-point model, a much more complicated iterative
elliptic solver has to be used.

For climate modelling the main interest lies in the large scale
ocean circulation, for which the Rossby number is very small. In
such a case it is reasonable to neglect advection in the momentum
equation. This leads to governing equations having nonlinearities
only in the thermodynamic and salinity equations. For some pur-
poses it is of interest to determine the steady state circulation for
fixed temperature, salinity, and wind stress fields in a filtered mod-
el, where the ocean is assumed to be geostrophically adjusted due
to slow changes in temperature, salinity and wind stress. In such a
model ocean wave dynamics is filtered out and all variability is due
to advection of temperature and salinity as well as external forcing.
This sets a linear problem that can be solved more efficiently in
spectral space due to the aforementioned reasons. Such a model
has been suggested by Hasselmann (1982) to be valid for the pur-
pose of simulating climate variability. Indeed, the Large Scale Geo-
strophic (LSG) model (Maier-Reimer et al., 1993) is primarily based
on these ideas and has been successfully applied in climate model-
ling (e.g. Cubasch et al., 1992; von Storch et al., 1997). Modeling re-
sults by Te Raa and Dijkstra (2002) indicate that ocean wave
dynamics is unimportant for the variability of the thermohaline
ocean circulation on interdecadal timescales in their idealized ba-
sin experiments which exclude the possibly important impact of
tides (e.g. Wunsch and Ferrari, 2004). However, the effect of ocean
wave dynamics filtering has not been investigated so far. Neelin
(1991) also suggests filtering of ocean wave dynamics; i.e. such
that only advection to be relevant for the theoretical understand-
ing of the El Niño Southern Oscillation phenomenon.

The present paper introduces a spectral model for the depth-
averaged flow in the world ocean. Due to the model’s simplicity
this study should rather be considered as a proof of concept than
an introduction of an ocean model that is already suitable for cli-
mate modelling. Our main motivation is to develop an intermedi-
ate complexity ocean circulation model which can be adopted to
study (i) the effect of filtering ocean wave dynamics, (ii) ocean–
atmosphere interactions in idealized model configurations and
(iii) long term climate variability on time scales beyond millennia.
The model presented in this study will be referred to as SOM
(abbreviation for spectral ocean model). This article is organized
as follows. Section 2 introduces the governing equations of SOM
and describes how continents are treated in the model. In Section
3 the spectral representation of the governing equation with re-
spect to the spherical harmonics is outlined. Section 4 describes
the procedure to determine steady state solutions for a given wind
forcing by the solution of the linear inhomogeneous differential
equations. Section 5 presents steady and time varying solutions
for idealized and realistic model configurations followed by the
conclusion with an outlook (Section 6).

2. The governing equations

We assume that the ocean has uniform density and the Rey-
nolds number (based on the horizontal eddy momentum exchange
coefficient) is small. Furthermore, at mean sea level (z ¼ 0), the
simplified boundary condition for vertical velocity

wjz¼0 ¼
@h
@t

ð1Þ

is implied where h is the displacement of the sea surface which is
supposed to be very small compared to the depth H of the ocean.
With these assumptions the shallow water equations without
momentum advection form the governing equations for the
depth-averaged wind-driven flow. They are given in nondimen-
sional form by

@v
@t
þ 2lk� v ¼ � 1

Fr2rhþ AMr2vþ s

H
þ F; ð2Þ

@h
@t
¼ �r � ðHvÞ; ð3Þ

where v is the depth-averaged (from z ¼ 0 to z ¼ �H) horizontal
velocity, Fr the Froude number, l the sine of latitude, k the unit vec-
tor in vertical direction, r the Nabla operator, AM the horizontal
eddy momentum exchange coefficient, and s the wind stress vector.
F symbolizes a forcing that will be explained later. The time t has
been nondimensionalized with the timescale X�1 where X is the
angular velocity of the planet rotation. The length scale is the planet
radius a, the velocity scale is Xa, and the height scale is the mean
depth H0. With these scales the Froude number becomes

Fr ¼ Xaffiffiffiffiffiffiffiffiffi
gH0

p ; ð4Þ

where g denotes the gravity acceleration. For H ¼ 1 the model can
also be interpreted as a reduced gravity model that simulates the
dynamics of a uniform density layer above a deep ocean at rest with
a higher density. In this case h is the downward displacement of the
interface between the two layers. In a reduced gravity model, how-
ever, the Froude number is very large and one has to take care that
the assumption h� H might break down. Nevertheless, we apply
the SOM in this configuration to test its ability to reproduce the
dynamics of trapped equatorial waves.

For the spectral representation it is common to use vorticity and
divergence equations instead of the horizontal momentum equa-
tion. After applying curl and divergence to Eq. (1) we get

@f
@t
¼ �2lD� 2V þ AM r2fþ 2f

� �
�r � k� s

H

� �
�r � k� Fð Þ; ð5Þ

@D
@t
¼ 2lf� 2U � 1

Fr2r
2hþ AMr2Dþr � s

H

� �
þr � F; ð6Þ

where f is the vertical component of the vorticity vector, D the
divergence of the horizontal flow, and ðU;VÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� l2

p
ðu; vÞ the

horizontal velocity weighted with the cosine of latitude. Due to
Helmholtz’s theorem the velocity vector v can be deduced from
streamfunction w and velocity potential v as follows:

v ¼ �r� ðwkÞ þ rv; ð7Þ

which are related to vorticity and divergence, respectively, via Pois-
son equations

f ¼ r2w;D ¼ r2v: ð8Þ

Since the equations will be solved on the complete sphere with a
spectral technique no boundary conditions can be incorporated at
the coast lines. In fact, fluid also exists over continents, but the land
exerts a drag as large as possible so that, practically, the flow re-
mains zero over the continents. This can be realized by setting

F ¼ �dLS
v
sC
; ð9Þ

where dLS is the land–sea mask function which becomes dLS ¼ 1 over
land areas and dLS ¼ 0 over oceanic areas. In order to obtain finite vor-
ticity tendencies, the land–sea mask function can increase
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continuously from zero to one in a thin transition zone at the coast
lines. In this manner, a large drag is introduced over continents by
damping the flow with a continental friction time scale sC that should
be much smaller than one time-step length. One may consider the
force (9) as a bottom friction force that becomes large near the coast
lines and infinite over the continents due to the vanishing fluid depth.
The force given in (9) is referred to as the continental drag.

3. Spectral representation

The model fields are projected onto a new base, namely the spherical
harmonics. Therefore, a scalar field function Fðk;l; tÞ is represented by

Fðk;l; tÞ ¼
X1
n¼0

Xn

m¼�n

Fm
n ðtÞY

m
n k;lð Þeimk; ð10Þ

where Ym
n and Fm

n denote the spherical harmonic function and the
complex-valued spectral coefficient, respectively, for total wave-
number n and zonal wavenumber m (see, e.g., Platzman, 1962).
Note that F becomes real when F�m

n ¼ Fm�
n . Inserting the expansion

(10) for f, D, h, U, V, w, v, sk and s/ into the governing equations
and applying the scalar product

Ym
n j . . .

� �
� 1

4p

Z 1

�1

Z 2p

0
Ym�

n ðk;lÞ . . . dkdl

we get, due to the orthogonality of the spherical harmonics, the fol-
lowing set of spectral equations

dfm
n

dt
¼�2dm;nDm

n�1�2dm;nþ1Dm
nþ1�2Vm

n þCm
s n�AM nðnþ1Þ�2ð Þfm

n

� 1
sc

Ym
n im

VdLS

1�l2

����� 	
þ 1

sc
Ym

n
@

@l
UdLSð Þ

����� 	
;

ð11Þ

dDm
n

dt
¼2dm;nf

m
n�1þ2dm;nþ1f

m
nþ1�2Um

n þDm
s n�AMnðnþ1ÞDm

n

þnðnþ1Þ
Fr2 hm

n �
1
sc

Ym
n im

UdLS

1�l2

����� 	
� 1

sc
Ym

n
@

@l
VdLSð Þ

����� 	
;

ð12Þ

dhm
n

dt
¼�Dm

n � Ym
n im

UðH�1Þ
1�l2

����� 	
� Ym

n
@

@l
VðH�1Þ½ �

����� 	
; ð13Þ

Um
n ¼�

n�1
nðn�1Þdm;nf

m
n�1þ

nþ2
ðnþ1Þðnþ2Þdm;nþ1f

m
nþ1�

im
nðnþ1ÞD

m
n ;

ð14Þ

Vm
n ¼�

im
nðnþ1Þf

m
n þ

n�1
nðn�1Þdm;nDm

n�1

� nþ2
ðnþ1Þðnþ2Þdm;nþ1Dm

nþ1; ð15Þ

where Cm
s n and Dm

s n are the spectral coefficients for wind stress curl
�r � ðk� s=HÞ and wind stress divergence r � ðs=HÞ, respectively.
The coefficients dm;n are defined by

dm;n ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2 �m2

4n2 � 1

r
: ð16Þ

The terms in angle brackets are associated with the continental
drag and variable ocean depth. As their determination demands
many steps of calculation, we apply an efficient spectral transform
method (Orszag, 1970; Machenhauer and Rasmussen, 1972).

For practical purposes the expansion (10) will be truncated at a
certain total wavenumber N (triangular truncation); with M lati-
tudes, it is necessary to truncate at wavenumber N ¼ ð2M � 1Þ=3
to avoid aliasing due to bilinear products.

The equations are time integrated with an implicit scheme to
enable large time-steps; that is, terms, which are not associated
with wind stress, are integrated with the Euler backward time inte-
gration method. In addition, the terms associated with high drag
by continents should be treated implicitly to ensure stability for
a continental friction timescale sC much smaller than one time-
step interval. The implicit time integration scheme of SOM is de-
scribed in more detail in the Appendix A.

4. Determination of steady solutions

The model equations in spectral representation form a system
of inhomogeneous linear ordinary differential equations of first or-
der. They can, therefore, be written in the following form:

dX
dt
¼ A � Xþ Fs; ð17Þ

where X ¼ ðf0
1;D

0
1; h

0
1; f

0
2;D

0
2; h

0
2; . . . ; f1

1;D
1
1;h

1
1; f

1
2;D

1
2;h

1
2; . . . :Þ is a state

vector composed of all spectral coefficients for vorticity, divergence,
and height; A is a matrix and Fs a vector composed of wind forcing
terms. We can derive a steady state solution by inverting the matrix
A:

X ¼ �A�1 � Fs: ð18Þ

Furthermore, for a uniform depth ocean the divergence D becomes
zero; in this case the steady state flow is entirely determined by Eq.
(11).

Sometimes it is convenient to consider the depth-weighted flow
~v � Hv since the divergence of this vector field vanishes in the
steady state even if the depth H of the ocean varies horizontally.
Following Hasselmann (1982) the steady state vorticity equation
can also be written as follows

r � k� 2l
H
r~w


 �
� dLS

Hsc
r~w

� 

� AMðr2 þ 2Þ 1

H
r2 ~w� 1

H2rH � r~w


 �
¼ �r � k� s

H

� �
; ð19Þ

where ~w is the streamfunction of the depth-weighted flow. Com-
pared to system (17), fewer equations result when the vorticity
Eq. (19) is presented in spectral form:

Ym
n

im
1� l2

2l
H

~U þ dLS

Hsc

~V

 ������ 	

� Ym
n
@

@l �2l
H

~V þ dLS

Hsc

~U

 ������ 	

þ AM nðnþ 1Þ � 2½ �fm
n ¼ Cm

s n;

ð20Þ
where ðeU ; eV Þ is the depth-weighted velocity that will be deter-
mined by the spectral relationseUm

n ¼ ðn� 1Þdm;n
~wm

n�1 � ðnþ 2Þdm;nþ1
~wm

nþ1; ð21ÞeV m
n ¼ im~wm

n : ð22Þ
The vorticity coefficients fm

n result from the equation

fm
n ¼ Ym

n
im

1� l2

1
H
eV����� 	
� Ym

n
@

@l
1
H
eU
 ������ 	

: ð23Þ

Inversion of Eq. (20) gives the spectral coefficients for the stream-
function ~w that suffices to determine the complete flow field. Final-
ly, to specify the steady state solution, the matrix A is inverted
using the LAPACK package.

5. Numerical simulations by SOM: Idealized and realistic ocean
basins

This section presents five sets of numerical simulations with
T63 resolution:
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a. wind-driven flow in an idealized basin,
b. wind-driven flow in realistic ocean basins with and without

bathymetry,
c. equatorial wave dispersion and reflection in an idealized

basin,
d. gravity wave propagation in the Pacific with real

bathymetry,
e. tracer advection in an idealized basin.

5.1. Idealized basins and wind forcing

In the first set of simulations we prescribe a simple basin geom-
etry by setting the land–sea mask function

dLSðk;lÞ ¼ 0:5 tanh
jkj � p=2

dk


 �
þ 1

� 

: ð24Þ

Note that the idealized basin extends in zonal direction from
kw ¼ 90

	
W to ke ¼ 90

	
E. The width of the transition layer between

land and ocean is proportional to dk for which we choose the value
0.02. We set dLS to zero when the value (as calculated by Eq. (24)) is
below 0.01in order to eliminate spurious friction in the interior
ocean.

The continental friction timescale sC is 720 times smaller than
the integration time-step of Dt� ¼ 1 day. For the dimensional zonal

wind stress s�k we introduce a simple zonally symmetric field given
by

s�k ¼ �0:1Nm�2 cosð3uÞ; ð25Þ

while the meridional wind stress is set to zero. The depth of the
ocean is constant with H0 ¼ 5000 m. We assume Earth-like condi-
tions; that is, we set gravity acceleration g ¼ 9:81 m/s2, Earth rota-
tion rate X ¼ 7:292� 10�5 s�1, and Earth radius a ¼ 6371 km.
Consequently, the Froude number becomes Fr 
 2:1. We choose
for the dimensional momentum exchange coefficient A�M ¼
5� 105 m2/s.

The steady state circulation as simulated by SOM should
resemble Munk’s (1950) analytical solution. This rests upon the
assumption that horizontal eddy momentum exchange becomes
relevant only in the boundary layers, namely, at the western
and eastern coasts, where the eddy momentum exchange is pre-
dominantly directed in the zonal direction. In this case the stea-
dy state vorticity equation becomes

2
@

@k
� AM

ð1� l2Þ2
@2

@k4

 !
w ¼ �r � k� sð Þ: ð26Þ

The analytical solution of this equation fulfilling approximately no-
slip boundary conditions reads

Fig. 1. Streamfunction of the vertically integrated flow in the idealized basin for (a) SOM at t = 90 days and (b) Munk’s analytical solution. The shaded regions near 90�W and
90�E are associated with the transition zones between land and ocean. The contour interval is 1 Sv and negative isolines are dashed.
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where k0 ¼ k� kw. The widths of the basin and the Munk layer are
given by DB ¼ ke � kw and DM ¼ ½AM=ð1� l2Þ2=2�1=3, respectively.
Munk presumed that DM � DB. Thus, the streamfunction of the
eastern and western boundary layer partial solutions Ue and Uw

can be neglected at the western and eastern coasts, respectively.
Nevertheless, Munk’s solution becomes invalid near the poles
where the assumption DM � DB does not hold. Note that 1=2UI

times the wind stress curl gives the streamfunction of the interior
flow, which follows an exact Sverdrup balance.

Fig. 1a displays the mass streamfunction simulated by SOM
when the model attains steady state after 90 days. Indeed, solving
Eq. (20) gives a circulation pattern identical to that shown in
Fig. 1a: On each hemisphere a cyclonic and an anticyclonic gyre
evolves which corresponds to the fields of cyclonic and anticy-
clonic wind stress curl, respectively. Fig. 1b shows the mass
stream function of Munk’s solution. The SOM results agree very
well with those given by Munk’s solution except near the poles,
where Munk’s solution becomes incorrect. A comparison of the
meridional velocity at 30�N of SOM and Munk’s solutions is pre-
sented in Fig. 2 for A�M=2, 5, and 10 � 105 m2/s. The western
boundary layer (the Munk layer) comprises a northward flow
near the coast line juxtaposed to the east by a recirculating
southward flow. In the interior ocean the meridional velocity is
nearly constant and takes the value predicted by the Sverdrup
balance. Near the eastern shore southward flow is decelerated
due to eastward momentum transfer in a thin boundary layer.
SOM also simulates these features fairly well; only near the wes-
tern coast some differences become apparent. Firstly, the flow
west of the velocity maximum is too weak compared to Munk’s
solution because the strong viscosity at coastlines decelerates
the flow in a transition zone of finite width. Therefore, additional
drag by continents decelerates the flow near the coast line. Sec-
ondly, the maximum of the northward flow in SOM is too large
and, compared to Munk’s solution, lies too far to the east. Since
the vorticity is smaller near the coast line in SOM less momentum
is transported westward than in Munk’s solution. This might ex-
plain the difference in the flow maximum. Thirdly, for
A�M=2�105 m2/s a Gibbs phenomenon occurs that becomes visible
as several alternating maxima and minima in the velocity profile.
For this small momentum exchange coefficient the Munk layer
width DM is too thin to be properly represented by T63 spectral
truncation. An alternative is to use a higher order diffusion oper-
ator (hyperdiffusion) for the parameterization of horizontal eddy
momentum transfer.

5.2. Wind-driven world ocean with uniform and varying depth

A further step is to test the capability of simulating the flow in
arbitrarily shaped basins by SOM. We take the real land–sea mask
of the Earth and drive the oceanic flow with observed climatolog-
ical wind stresses (Hellerman and Rosenstein, 1983). In order to
obtain thin transition zones between land and ocean we smoothed
the primarily discontinuous land–sea mask. The real ocean depth
has been interpolated to T63 and slightly smoothed. The minimum
depth is prescribed to 100 m to obtain finite wind stress values.
Fig. 3 shows the wind stress vectors, the depth field and the
land–sea mask. We performed two experiments, one with constant

depth 5000 m (CONDEPTH) and the other with varying depth as gi-
ven in Fig. 3 (VARDEPTH). Similar experiments were performed by
Bryan and Cox (1972).

The full spin-up of the wind-driven circulations of both experi-
ments is, as in the idealized basin case, completed after 90 days.
Fig. 4 shows the streamfunction fields for experiment CONDEPTH
and VARDEPTH after day 90. The circulation patterns closely
resemble the steady state solutions of Eq. (20) (not shown). Anticy-
clonic and cyclonic gyres can be seen in the different ocean basins
which are characterized by Sverdrup balance in the interior and a
Munk layer at the western shores in CONDEPTH (Fig. 4a). The mass
transport by these gyres has the same magnitude as in Bryan and
Cox (1972). However, the dominating mass transport is by the Ant-
arctic Circumpolar Current (ACC) in CONDEPTH with of almost 200
Sv. Bryan and Cox (1972) even simulated a the mass transport of
the ACC which exceed 600Sv due to their smaller horizontal
momentum exchange coefficient. For VARDEPTH the streamlines
are distorted by bottom orography. Considering Eq. (19) gives the
generalized Sverdrup relation after neglecting viscosity terms
(see Hasselmann, 1982). In this relation the gradient of f=H (with
Coriolis parameter f ¼ 2l) comes into play instead of the planetary
vorticity gradient that appears in the classical Sverdrup relation.
Therefore, the streamlines tend to align f=H contours (Fig. 5). The
main consequence of using a varying ocean depth is the break-
down of the ACC which is consistent with other studies (Bryan
and Cox, 1972; Olbers and Eden, 2003).

For comparison, Fig. 4c displays the mass stream function ob-
tained from the mean state of GECCO (German partner of ‘‘Esti-
mating the Circulation and Climate of the Ocean” (ECCO)
consortium effort) reanalysis data. GECCO reanalysis is based
on the first global ECCO adjoint estimate with 1� horizontal res-
olution. It spans the period 1952–2001 and combines most of
the global observations available during entire estimation period
with the ECCO adjoint model so as to simulate best the observed
ocean state (Stammer et al., 2004 and Köhl et al., 2006, 2007).
The curl of the depth-integrated GECCO flow has been interpo-
lated on a Gaussian grid corresponding to T170 spectral trunca-
tion. Afterwards, the streamfunction is determined in spectral
space by inversion of the Laplacian. A comparison with Fig. 4a
and b reveals that all observed wind-driven currents are repro-
duced with SOM. However, the strength of the currents turns
out to be weaker in SOM than in the GECCO reanalysis. Obvi-
ously, mass transports of CONDEPTH experiments are in better
agreement with GECCO data. Especially, the ACC in CONDEPTH
has a similar magnitude while it is much weaker in VARDEPTH.
The differences of VARDEPTH to GECCO may partially be ex-
plained by the absence of baroclinic terms in SOM. These can
shield the effects of the bottom topography when the flow speed
becomes zero at the bottom.

Fig. 6 shows the time evolution of the mass transport by the
ACC, Kuroshio (western boundary current in the North Pacific),
and the Gulf Stream (western boundary current in the North Atlan-
tic). The mass transports by the Kuroshio and the Gulf Stream
equilibrate already after 20 days in both experiments. The simu-
lated adjustment time and the magnitudes of these currents agree
with the findings of Bryan and Cox (1972). The mass transport of
the ACC equilibrates after 90 days in CONDEPTH and after 20 days

w ¼ �1
2
r � k� sð Þ k0 � DB þ DM|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}

UI

�DMeðk
0�DBÞ=DM|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}

Ue

þeð�k0=2DMÞ DB � DMð Þ cos

ffiffiffi
3
p

2
k0

DM

 !
þ DB � 3DMffiffiffi

3
p sin

ffiffiffi
3
p
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in VARDEPTH. It is noteworthy that the ACC transport is much
weaker in VARDEPTH. In summary, SOM can simulate the wind-
driven flow of arbitrarily shaped basins realistically if the model
resolution is high enough to resolve these basins, and the results

are in general agreement with the outcome of other studies based
on grid-point models (Sag, 1969; Leichtmann et al., 1971; Bryan
and Cox, 1972; Olbers and Eden, 2003).

Fig. 3. Ocean depth (coloured shadings in m), wind stress (vectors in N/m2), and
land–sea mask (overlaid shadings).

Fig. 4. Streamfunction of the vertically integrated flow of the wind-driven world
ocean after t ¼ 90 days for (a) experiment CONDEPTH, (b) experiment VARDEPTH
and (c) GECCO reanalysis (time average 1952–2001). The contour interval is 5 Sv
and negative isolines are dashed.

Fig. 2. Meridional velocity of the depth-averaged flow in the idealized basin at 30
	
N

for (a) A�M ¼ 10� 105 m2=s, (b) A�M ¼ 5� 105 m2=s, and (c) A�M ¼ 2� 105 m2=s. Open
circles show the result of SOM and filled circles that of Munk’s solution.
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Fig. 5. Contours of f=H (contour interval 0.25). Negative values are associated with dashed isolines.

Fig. 6. Mass transport (in Sv) of the Antarctic Circumpolar Current (open circles), of the Kuroshio (North Pacific, filled circles) and of the Gulf Stream (North Atlantic, open
squares) for (a) experiment CONDEPTH and (b) experiment VARDEPTH.
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5.3. Dispersion and reflection of equatorially trapped waves

In this section we want to test if SOM is capable of reproducing
characteristics of equatorial waves and their reflection at meridio-
nal boundaries; which are important when simulating the climate
phenomenon El Niño Southern Oscillation. To serve this purpose
we conduct a wave dispersion experiment as suggested by Philan-
der et al. (1984). We initialize the model with a height anomaly of
the form:

h ¼ �h0 exp �a2 ðk� k0Þ2 þ ðu�u0Þ
2

h i.
Dr2

n o
; ð28Þ

where h0 is the amplitude. The parameters specifying the anomaly
are k0 ¼ �p=4, u0 ¼ 0 and Dr ¼ 500 km. The longitude of the anom-
aly (this corresponds to 45�W). That is, the initial height anomaly
has the shape of a Gaussian bell. Philander et al. (1984) considered
a reduced gravity model with g ¼ 0:02 m/s2 and H0 ¼ 98m. With
this setup the phase speed of gravity waves attains 1.4 m/s and
assuming the other parameters the same as before we obtain the
Froude number Fr = 331.84. To minimize damping, the horizontal
momentum exchange coefficient AM is set to zero. Instead, a 4th or-
der hyperdiffusion term (/ r8) is added to the vorticity and diver-
gence equations. The hyperdiffusion coefficient is chosen so that the
damping timescale yields 5 days for the spectral coefficients at the
truncation wavenumber (total wavenumber 63). The basin geome-
try is the same as given by Eq. (24) but the time-step is much short-
er with Dt� ¼ 1 h. The impact of larger time-steps is analyzed below.
In this basin, we expect reflection of equatorial waves at both
meridional walls, which are well captured by SOM as shown by Figs.
7 and 8.

Fig. 7 displays the height anomaly after 80, 120, 160, and 200
days of the simulation. After 80 days the initial bell-shaped anom-
aly has split into an eastward traveling Kelvin wave with meridio-

nal monopole structure and a westward traveling Rossby wave
with a meridional dipole structure. At day 120, both anomalies
reach the boundaries. At day 160, the Rossby wave is reflected at
the western boundary in form of Kelvin waves while the Kelvin
wave is reflected at the eastern boundary in form of a Rossby wave.
However, some anomalies remain trapped as coastal Kelvin waves
at the eastern boundary; not all Rossby wave energy has reached
the western boundary due to Rossby wave dispersion. By t ¼ 200
days, the reflected waves have traveled far away from the coasts
and their identification as Rossby and Kelvin waves is clearly
evident.

The reflection of the Kelvin wave looks similar to that ob-
tained by Soares et al. (1999) using a high resolution grid-point
model. However, the energy loss due to the reflection is higher
in SOM, because the continental drag at the boundaries exerts
a strong damping on the incident wave. Fig. 8a shows a longi-
tude-time (Hovmöller) diagram of the zonal velocity at the equa-
tor. Obviously, the eastward propagating Kelvin wave does not
disperse and the phase speed is exactly 1.4 m/s as predicted by
theory (Matsuno, 1966). High frequency inertia-gravity waves
are evident in the westward migrating wave packet but they
are rapidly damped by the implicit time-stepping. The Rossby
wave packet exhibits dispersion while the Kelvin wave remains
unchanged. The phase speed of the former is roughly one third
of the Kelvin wave phase speed. This is consistent with the
phase speed of the first equatorially trapped Rossby wave mode
after applying the long wave approximation (Gill and Clarke,
1974).

The damping of the waves increases with a larger time-step as
shown in Fig. 8b for Dt� ¼ 24 h. An alternative to the implicit time
integration scheme is the semi-implicit leap-frog scheme (Hoskins
and Simmons, 1975). With this scheme waves are not damped but
the frequencies become erroneous for too large time-steps. Fig. 8c

Fig. 7. Dispersion and reflection of equatorial waves as simulated by SOM. Height anomaly at t ¼ 80, t ¼ 120, t ¼ 160 and t ¼ 200 days in a simulation initialized by a height
anomaly centered at the equator. The contour interval is 0.05 m and negative height values are associated with dashed isolines. The shaded regions near 90�W and 90�E are
associated with the transition zones between land and ocean.
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shows the Hovmöller diagram for an integration with the semi-
implicit scheme. Now, the eastward propagating Kelvin wave
shows slight dispersion. We conclude that the semi-implicit

scheme appears to be the better choice for simulations where
wave dynamics is important although group velocities are not ex-
actly simulated.

5.4. Propagation of surface gravity waves in the Pacific ocean basin

In this experiment we demonstrate that SOM simulates the
propagation of surface gravity waves suitably. For this purpose
SOM is initialized with a height anomaly given by Eq. (28)
where Dr ¼ 166:7 km. The position of this anomaly is at
k ¼ 178

	
E and u ¼ 52

	
N and the real bathymetry of the Pacific

Ocean is incorporated in the model. We choose a high spectral
truncation at total wavenumber 170 (T170) to resolve the ex-
cited wave packet reasonably. Since the inversion of the matrix
is too costly at this high resolution we calculate tendencies by
an explicit method. This experiment is a rough simulation of
the so-called Rat Island tsunami at November 17, 2003 for which
a successful real-time forecast was provided with a numerical
tsunami model (Titov et al., 2005). We note that our model is
still too coarse for a realistic simulation of tsunami waves and
their run-up at the coasts. However, the simulated travel times
are comparable to reality.

Fig. 9 displays the height anomaly after 0, 2, 4 and 6 h of the
simulation. The wave packet is initially excited at the Aleutian
ridge and spreads in all directions where an enhancement of wave
height can be detected over the ridge and in the shallow water at
2 h. After 4 h the wave crosses the 25� latitude circle and reaches
the coast of Japan. This is in agreement with the forecast by Titov
et al. (2005) (see their Fig. 7). An increase of wave height and a
slower propagation in shallow ocean regions also becomes evident.
The wave has passed the Hawaiian islands two hours later. There,
observations by the Hilo tide gauge indicate an arrival of the wave
packet at about 5 h and 20 min with a maximum wave amplitude
of 0.2 m. A comparison with the tide gauge record (Fig. 8 in Titov
et al., 2005) shows that the maximum wave length is much longer
in SOM than in reality. But beside this shortcoming which is due to
the coarse resolution, SOM simulates the travel times of real tsu-
nami waves reasonably well.

5.5. Tracer advection in an idealized basin

Advection of temperature and salinity is very important for a
baroclinic ocean circulation. In the present barotropic model, how-
ever, temperature and salinity have no impact for the depth-aver-
aged flow. Nevertheless, we are able to demonstrate the capability
of SOM to simulate tracer advection reasonably. For this purpose
the following nondimensional tracer transport equation will be
solved numerically:

@T
@t
þr � ðvTÞ � TD ¼ ATr2T þ Q T ð29Þ

where T is an inactive tracer, AT the diffusive exchange coefficient of
this tracer and QT the sources and sinks of this tracer. This equation
can be easily written in spectral representation, in which nonlinear
advections terms are evaluated by the spectral transform method.

For tracer simulation we prescribe the flow by the wind-driven
circulation in the idealized basin for A�M=5�105 m2/s (see Section
5.1) and the dimensional diffusive tracer exchange coefficient is se-
lected to be A�T ¼ 500 m2/s. The velocity components have been
multiplied by the factor 10 to obtain realistic flow speeds for hor-
izontal advection near the ocean surface. In the first experiment
the source term Q T for the tracer is a linear relaxation towards
an equilibrium state Te with the timescale sR, that is,
QT ¼ ðT � TeÞ=sR. With this source term the tracer field may reach
a steady state in which QT balances advection and diffusion. We
prescribe the equilibrium tracer field Te by

Fig. 8. Longitude-time (Hovmöller) diagram along the equator for the zonal
velocity in the equatorial wave simulation for (a) Dt� ¼ 1 h, (b) Dt� ¼ 24 h, (c)
Dt� ¼ 24 h using the semi-implicit time integration scheme. The contour interval is
0.0005 m/s and negative zonal velocities are associated with dashed isolines.
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Te ¼ 30 cosðuÞ ð30Þ

and the timescale by s�R ¼ 720 days. With this choice the time,
velocity and tracer magnitudes are reasonable for the case that
the mixed layer temperature is the tracer. Then, QT can be inter-
preted as a relaxation to equilibrium by radiation. In a second
experiment we set QT ¼ 0 to zero to simulate tracer transport with-
out sources and sinks.

The tracer field is initialized with T ¼ Te after the ocean spin-up
(100 days) and the model is integrated for 3650 days (10 years). In
the first experiment the tracer field attains a steady state roughly
after 8 years. Fig. 10a displays the tracer field at the end of the sim-
ulation. A sharp east–west oriented front appears at 52�N near the
western boundary. The formation of this front is not surprising
since the flow field is strongly confluent in this region due to
northward and southward boundary currents of the anticyclonic
and cyclonic gyres (see Fig. 1a). The magnitude of the midlatitude
meridional tracer gradient is slightly smaller in the eastern part of
the basin, where the flow is diffluent due to Sverdrup balance, than
over the adjacent land. Over land the tracer field nearly coincides
with the equilibrium field Te, because only diffusion acts there,
which has a weak effect. In the second experiment (Fig. 10b) no
sources and sinks occur. This has the impact that the tracer front
becomes sharper and longer while the meridional gradient in the
eastern part of the basin is weaker than in the experiment with
nonzero Q T . Furthermore, no steady state tracer field establishes
within the 10 year period, since changes due to diffusion do not de-
cline before the tracer field becomes uniform. In this simulation

the area average over the ocean basin should be conserved because
the flow is nearly nondivergent. However, due to diffusion tracer
may be transported through the coast lines which occurs mainly
near the poles where latitude circles have a small circumference.
For better conservation of area integrated quantities, a diffusion
scheme needs to be implemented with the exchange coefficient
AT approaches zero at the coast lines. This will be tested in an im-
proved model version.

A further alternative for calculation of tracer advection is the
use of a semi-Lagrangian transport scheme. Such schemes are also
implemented in atmospheric spectral GCMs like the ECHAM-5
model for a better simulation of the water vapor transport (e.g.
Roeckner et al., 2003). As in the ECHAM-5 model we apply the
flux-form semi-Lagrangian (FFSL) transport algorithm of Lin and
Rood (1996). It preserves volume integrated quantities, the posi-
tive definiteness of mass densities as well as constant fields. We re-
peated the second experiment (Q T ¼ 0) with SOM in which
advection is calculated with the FFSL scheme and diffusion ist ne-
glected. The latter is justified by the fact that the FFSL scheme al-
ready introduces some amount of diffusion to properly smooth
the fields. Fig. 10c displays the tracer field after 10 years for this
experiment and it becomes evident from this figure that the gradi-
ent at the tracer front becomes larger compared to the simulation
in which advection is calculated with the spectral method
(Fig. 10b). Furthermore, the cold and warm tongues do not reach
as far to the east as found in Fig. 10b. These results are conse-
quence of less diffusive mixing by the FFSL scheme. A clear advan-
tage of the FFSL scheme is that no tracer fluxes occur across the

Fig. 9. Gravity wave propagation as simulated by SOM. Ocean depth (coloured shadings) and height anomaly (black isolines) at t ¼ 0 h (contour interval 0.05 m), t ¼ 2 h
(contour interval 0.05 m), t ¼ 4 h (contour interval 0.02 m) and t ¼ 6 h (contour interval 0.02 m) in a simulation initialized with a height anomaly centered at 52

	
N and 178

	
E.

Negative height values are associated with dashed isolines.
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coast lines. Therefore, the volume integrated tracer mass of the
ocean basin will be conserved which is advantageous for the sim-
ulation of salinity fields.

Inclusion of momentum advection should have no effect for the
simulated depth-averaged flow due to the very low Reynolds num-
ber (based on the high horizontal momentum exchange coefficient
A�M ¼ 5� 105 m2/s). However, we foresee no problem due to the
inclusion of momentum advection in the model since tracer advec-
tion is working quite well with a much smaller exchange coeffi-
cient (A�T ¼ 500 m2/s). Indeed, the repetition of the idealized

wind-driven ocean experiment with momentum advection v � rv
included as an explicit term in the time scheme reveals virtually
no effect on the circulation pattern and its evolution.

6. Conclusion and outlook

The spectral approach, though common for atmospheric gen-
eral circulation models (A-GCM) and numerical weather predic-
tion since the seventies, has not been seriously considered as a

Fig. 10. Tracer T after 3650 days in the idealized ocean basin (contour interval 3) for (a) experiment 1 (QT ¼ ðTe � TÞ=sR) and (b) experiment 2 (QT ¼ 0), (c) as (b) but for an
integration in which advection is calculated with the semi-Lagrange transport scheme. The shaded regions near 90�W and 90�E are associated with the transition zones
between land and ocean.
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viable tool to simulate the global ocean circulation. Here we pres-
ent a first step towards a unified spectral atmosphere–ocean gen-
eral circulation model (AO-GCM). For climate modelling a spectral
model has several advantages. A seamless coupling to a spectral
atmospheric global circulation is possible due to the identical grid
structure and the longitude–latitude grid singularities at the poles
do not cause problems. Furthermore, filtering of wave dynamics
as in a Large Scale Geostrophic ocean model can be done with
less effort since the inversion of operators in spectral space is
more efficient and often more convenient. We apply the spectral
method to a global ocean general circulation model (O-GCMs),
starting with the depth-averaged version of the Large Scale Geo-
strophic (LSG) system (as suggested by Hasselmann (1982) and
presented by Maier-Reimer et al., 1993). The following results
are obtained:

1. The barotropic depth-averaged model equations are cast in
spectral form using vorticity and divergence (instead of hor-
izontal momentum) equations with nearly infinite drag
exerted by the continents. The coding (including time inte-
gration) follows that of spectral A-GCMs using triangular
truncation like PUMA or Planet Simulator (Fraedrich et al.,
2005), which are freely available, or ECHAM (Roeckner
et al., 2003).

2. Model performance is tested via four simulations, two of wind-
driven ocean circulation and two of wave dynamics: (i) For
idealized ocean basins, SOM simulates a wind-driven barotrop-
ic ocean circulation closely similar to Munk’s analytical solu-
tion. (ii) With a real land–sea mask: SOM is capable of
reproducing the spin-up, location and magnitudes of depth-
averaged barotropic ocean currents, consistent with previous
studies. (iii) For equatorial wave-dynamics in a reduced gravity
setup, waves are excited by a height perturbation at the equa-
tor: SOM simulates fairly well the wave dispersion and reflec-
tion at both idealized meridional boundaries. (iv) For surface
gravity wave-dynamics with real bathymetry: SOM success-
fully reproduces the travel times of real tsunami waves. (v)
The advection of tracers can be reasonably well simulated by
the spectral method prescribing a moderate diffusion coeffi-
cient or by a semi-Lagrangian transport scheme without addi-
tional diffusion.

This group of experiments is suggested to serve as a test-set for
dynamical cores of (barotropic) O-GCMs like the Held and Suarez
(1994) test for the dynamical cores of A-GCMs.

In its present state SOM is a barotropic model for a uniform den-
sity ocean but it can also be used for a reduced gravity setup to
roughly simulate the wind-driven flow near the ocean surface. In
this sense it provides a simple model that can already be coupled
to an atmosphere and employed for the study of atmosphere–
ocean interactions in idealized contexts. The multi-layer version
simulating baroclinic flows with and without large scale geo-
strophic filtering (introduced by Hasselmann, 1982) will be re-
ported in a subsequent paper; this includes coupling with the
Planet Simulator to provide a unified intermediate complexity
spectral AO-GCM suitable for simulating and understanding long-
term climate variability on timescales beyond millennia. Here it
should be noted that we do not intend SOM to become a state-
of-the-art complex ocean circulation model for simulating the
large-small scale interactions in the real ocean circulation since
the spectral and implicit time-stepping method becomes ineffi-
cient at very high spatial resolutions.

In this study we exclude horizontal momentum advection in the
model equations but this can be included without much effort.
With advection, SOM is also being applied as a stand alone model
for analysis of turbulence decay in rotating tank experiments,

where momentum advection is due to nonlinear vortex interac-
tions relevant for turbulent flow simulations.
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Appendix A. Time integration method

For time integration an implicit method is used which will be
described in the following. All terms except for the wind stress
are integrated with the Euler backward scheme. This scheme has
also been adopted in the LSG model (Maier-Reimer et al., 1993)
and has the advantage that it is unconditionally stable. Therefore,
the time-step is not limited by the short periods of inertia-gravity
waves or by high viscosity. Instead, high frequency oscillations are
damped with this scheme. For simulations, where damping is not
desirable, we developed an alternative scheme, in which terms
associated with wave dynamics are integrated by a semi-implicit
leap-frog scheme suggested by Hoskins and Simmons (1975). Im-
plicit terms can be evaluated by matrix inversion, because the
model equations are linear. We use three time levels to easily in-
clude nonlinear advection terms with an explicit leap-frog scheme.
Computational modes are damped with a Robert/Asselin filter
(Haltiner and Williams, 1980). Introducing this time discretization
to the spectral model yields Eqs. (11)–(13) in vector form

Xnþ1
f ¼ Xn�1

f þ 2Dt Znþ1 þCs
� �

; ðA:1Þ

Xnþ1
D ¼ Xn�1

D þ 2Dt Dnþ1 þ Fr�2L � Xnþ1
h þDs

� �
; ðA:2Þ

Xnþ1
h ¼ Xn�1

h þ 2Dt Hnþ1 � Xnþ1
D

� �
; ðA:3Þ

here, Xf ¼ ðf0
1; f

0
2; . . .Þ, XD ¼ ðD0

1;D
0
2; . . .Þ, and Xh ¼ ðh0

1; h
0
2; . . .Þ denote

the vectors composed of the respective spectral coefficients, Dt is
the time-step, and the superindex gives the number of the time-
step. The vectors Z, D, H are the respective tendencies due to
the Coriolis force, bottom relief, viscosity and drag, while the vector
terms Cs and Ds are associated with wind stress. L is a diagonal
matrix, in which the eigenvalues of the Laplace operator, multiplied
with �1, form the diagonal elements, that is, Lnn ¼ nðnþ 1Þ. Since
the model is linear we can write the terms Z, D, and H in matrix
form. Note that these terms depend only on vorticity and diver-
gence. Then, we can write, for example

Z ¼ Zf � Xf þ ZD � XD; ðA:4Þ

where Zf and ZD are matrices. Consequently, by inserting (A.3) into
(A.2) and by moving the new values ð::Þnþ1 to the left hand sides of
the vorticity and the divergence equations, we obtain

E� 2DtZf �2DtZD

�2Dt Df þ 2Dt
Fr2 L �Hf

� �
C� 2Dt DD þ 2Dt

Fr2 L �HD

� � !
�

Xnþ1
f

Xnþ1
D

 !

¼
Xn�1

f þ 2DtCs

Xn�1
D þ 2Dt Ds þ Fr�2L � Xn�1

h

� �0@ 1A; ðA:5Þ

where E is the unit matrix and C ¼ Eþ 4Dt2Fr�2L. Applying the in-
verse of the matrix to (A.5), we obtain the future values for vorticity
and divergence. Future values of the surface elevation directly re-
sult from Eq. (A.3).
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